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BACKGROUND 

In 2017, the International Atomic Energy Agency (IAEA) and the American Association of 
Physicists in Medicine (AAPM) jointly published a Code of Practice (CoP) on the dosimetry 
of small static fields used in external beam radiotherapy (TRS-483) [1]. A summary of this 
CoP was published separately in Medical Physics by Palman’s et al. [2]. This CoP provided 
formalisms and recommendations for performing reference dosimetry in non-standard machine 
specific reference fields as well as relative dosimetry in small clinical fields. In 2015, the IAEA 
initiated a coordinated research project (CRP E2.40.21: Testing of the Code of Practice for 
Small Field Dosimetry) to test the recommendations given in TRS-483 for both reference 
dosimetry as well as relative dosimetry. Twelve investigators from different countries were 
invited to participate in this initiative. The goal of this presentation is to present the results of 
the work of this group. 

METHODS 

The main goal of the coordinated research project was to investigate the clinical 
implementation of the following tasks recommended in TRS-483 using various combinations 
of ionization chamber, solid state and other detector types, and  linear accelerators, CyberKnife, 
Gamma Knife, Tomotherapy and Co-60 machines: 

1. Investigate the validity of the equation given in TRS-483 for the determination of beam 
quality index 𝑇𝑇𝑇𝑇𝑇𝑇20,10(10,10) and %(10,10)𝑋𝑋 from measurements made in clinical 
fields that are smaller than the conventional 10cm x 10cm reference field size for 6 and 
10 MV photon beams with and without flattening filter  
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2. Performing reference dosimetry measurements in machine specific reference fields 
using Co-60, 6 and 10 MV beams with and without flattening filters 

3. Determination of field output factors from measurements made with various 
combinations of detectors, field sizes and machine types 

4. Determination of uncertainties for all measurements performed for both reference and 
relative dosimetry 

Assignments were given to all participants such that the above tests can be investigated and 
results compared for measurements made for various combinations of machine and detector 
types used. Participants performed measurements in Co-60 machines, linear accelerators 
(linacs) manufactured by Varian Medical Systems, Elekta, Accuray (Tomotherapy) and 
Siemens Medical and in specialized radiosurgery machines such as CyberKnife and Gamma 
Knife. Linac based measurements involved beam shaping devices such as multileaf collimators 
(MLC) as well as add-on MLCs and cones. Measurements were done both in liquid water as 
well as in solid water phantoms. 

RESULTS 

Members of the CRP have performed an extensive set of measurements for all the three tasks 
listed above. Analysis of all the data is still ongoing. Presented below are initial analysis of 
some of the data that were gathered and results from the literature published some members of 
the CRP. It should be noted that the final results may turn out to be slightly different from what 
is presented below: 

1. Data from thirteen machines using 𝑇𝑇𝑇𝑇𝑇𝑇20,10(𝑆𝑆) and seven machines using %dd(10,S) 

were collected for 6MV beam. The 𝑇𝑇𝑇𝑇𝑇𝑇20,10(𝑆𝑆) values ranged between 0.667 and 
0.685 while the  %dd(10,S) values ranged between 66.4% and 67.6%. The mean value 
of the differences between calculated TPR20,10(10) and experimentally determined 
𝑇𝑇𝑇𝑇𝑇𝑇20,10(10) in the 10 x 10 cm² field was -0.02% with a standard deviation of the 
mean of 0.1%. The mean value of the differences between calculated %dd(10,10)X and 
experimentally determined %dd(10,10)X in the 10 x 10 cm² field was -0.05% with a 
standard deviation of 0.2%. The differences of the individual centres did not exceed 
1.1% and 1.2% for TPR20,10(10) and %dd(10,10)X, respectively. 
Data were also collected for 6MV FFF, 10MV WFF and 10MV FFF  beams where 
WFF denotes beam without flattening filter and FFF denotes flattening filter free 
beams. These results show similar behaviour which will be presented at the meeting. 

2. TRS-483 recommended both 𝑇𝑇𝑇𝑇𝑇𝑇20,10(10) and as %(10,10)𝑋𝑋 as indices for beam 
quality specification. Results of Huq et al [3] show that for 6MV (WFF and FFF) beams 
absorbed dose to water per monitor unit determined at the depth of maximum dose 
using both approaches agree to within 0.1% [3]. This agreement changed to 0.2% when 
10 MV (both WFF and FFF) beams were used [3]. Additional analysis by Huq et al [3] 
show excellent agreement (to within 0.05% with IAEA TRS 398 CoP [4] and to within 
0.3% with AAPM TG51 [5] and TG51 Addendum protocols [6]) in the mean values of 
the ratios TRS398/TRS483, TG51/TRS483, and TG51 addendum/TRS483 absorbed 
doses to of water per monitor unit between  determined using both approaches for both 
6 and 10 MV beams (WFF and FFF).  
Results of the consistencies of absorbed doses to water determined at the reference 
depth using different detectors for all thirteen machines will be presented for both 6 and 
10 MV (WFF and FFF) beams. 

3. Perhaps the most important results are those of the field output factors determined by 
all participants using a variety of detectors in different machines using different 
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combinations of beam collimation system. Described below are examples of data for 
6MV WFF and 10 MV FFF beams. Thirteen institutions provided field output factor 
measurements for 6 MVWFF beams five institutions provided data for 10MV FFF 
beams. Measurements were done using different detectors for the following field sizes 
ranging from and using either two or three detectors per field the field sizes:  
10 x 10 cm², 6 x 6 cm², 4 x 4 cm², 3 x 3 cm², 2 x 2 cm², 1 x 1 cm² and 0.5 x 0.5 cm².  
Figure 1 depicts the relative spread (sprd) of the field output factors for the 6MVWFF 
beam, which was used as measure for the consistency of the field output correction 
factors. The spread increased with decreasing field size, reaching a maximum of little 
over 3% for the 0.5 x 0.5 cm² field. For the 10MV FFF beam, the spread reached to 
about 8% for the 1cm x 1cm field size (Figure 2). Further analysis of this large deviation 
is being investigated with respect to experimental setup and detector design.  
Results from all centers for field output factor measurements will be presented at the 
meeting. 
 
 
 

 

         

 

Figure 1. Data for standard deviation of the mean for field output factor for 6MV WFF 
beams 
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Figure 2. Data for standard deviation of the mean for field output factor for 10MV FFF 
beams 

CONCLUSIONS 

TRS-483 is the first international guidance given by the IAEA and AAPM for performing 
reference and relative dosimetry in machine specific reference field and small clinical fields. 
Strict adherence to the recommendations given in TRS-483 significantly improves the 
dosimetry in small fields and brings harmonization in the results obtained in different clinics. 
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BACKGROUND 

The right detector choice is an issue in all situations without charged-particle equilibrium, such 
as in the build-up region of photon fields. As the field size decreases, typically chosen plate-
parallel ionization chambers are no longer feasible due to volume averaging effects. 
Alternatively, one of the numerously available small field detectors is recommended. Here, it 
is necessary to know how the different detectors respond as a function of field size and depth 
and which factors influence the signal. 

METHODS 

We compared depth dose curves measured with different detectors and with a special emphasis 
on the build-up region against the results obtained with EBT3 film. All measurements were 
carried out in a water phantom at a source-to-surface distance of 100 cm using a Primus 
accelerator at 6 MV. Each curve was normalized to the signal at 10 cm depth. Five field sizes 
between nominal 0.6×0.6 cm² and 10×10 cm² were chosen. Studied detectors were plane-
parallel, Farmer, cylindrical and micro-ionization chambers, a microDiamond and different 
shielded and unshielded diodes - in total 14 detectors. 

Volume averaging due to divergence, and thus larger field sizes at increasing depth, was 
calculated from the beam profiles recorded on film in different planes. The contribution of 
electron contamination to the detector signal was studied by filtering it out with a lead foil near 
the collimator opening.  The position of the detectors at the water surface heavily influences 
the results. Therefore, for different ionization chambers, the effective point of measurement 
was determined on an individual basis. Measurements for the ionization chambers at both 
polarities were taken and compared. 

RESULTS 

EBT3 film, the Farmer chamber and the Roos type chamber yielded very similar results in the 
4x4 cm² field and larger. For most detectors and at smaller field sizes, detector response 
deviated from the film (example see Figure 1). For small fields, Si-diodes over responded at 
small depths, agreeing with the trends observed in Monte Carlo simulations [1]. The details of 
the response heavily depended on the detector type. Shielded diodes typically required the 
largest corrections. The microDiamond and the smallest studied ionization chambers required 
the smallest corrections. Volume averaging effects for depth dose curves played a negligible 
role for diodes. 
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Figure 1.  Ratio of the depth dose curves obtained with a diode (iba Razor Detector) and 
EBT3 film for different fields sizes (given in cm²). 

By introducing a lead foil, the relative depth dose decreased by approximately 2% to 3% for 
unshielded and shielded diodes in the build-up region. This cannot account for the much larger 
differences observed between the curves measured with those detector types. 

Small ionization chambers typically needed effective points of measurement to be shifted from 
the central chamber axes by less than the 0.5 or 0.6-times the radius of the active volume 
currently recommended in dosimetry protocols, which agrees with other conducted studies [2]. 
Curves obtained with small ionization chambers at different polarities deviate in the build-up 
region, for example by difference of 12% for the CC003 (3 mm³ volume) and 6% for the CC01 
(10 mm² volume) at 3 mm depth. 

CONCLUSIONS 

No ideal detector for measurements in the build-up region of small photon fields was identified. 
Down to a field size of 4x4 cm², the Roos type chamber is suitable. At smaller sizes, the 
microDiamond and small ionization chambers require the smallest corrections at large depth 
as well as near the surface. For the diodes, the response depends heavily on the individual type 
of detector. For small ionization chambers, data obtained near the surface should be averaged 
between both polarities. 
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BACKGROUND 

Recently published International Code of Practice TRS-483 provides a formalism and guidance 
for dosimetry in small photon fields [1]. Also, it includes data for detector specific output 
correction factors (OCF) for a large number of detector types, among them for several 
ionization chambers (IC). However, TRS-483 does not provide OCFs for several ICs currently 
in clinical use. Therefore, the primary goal of our experimental study was to determine OCFs 
for eight ICs to compare them with the data from TRS-483, including OCFs for five ICs for 
which the data are not presented in the TRS-483 protocol.  In addition, we investigated the 
behavior of ICs at very small field sizes below 1.0 cm, thus compiling a valuable supplement 
to the data set given in TRS-483. 

METHODS 

All measurements for the determination of field output factors (FOF) and OCFs were 
performed on two different linear accelerators, Elekta Versa HDTM and Varian TrueBeamTM, 
using 6 and 10 MV photon beams with and without flattening filters (WFF and FFF). The 
measurement geometry consisted of an isocentric set-up with SSD = 90 cm, a depth of 10 cm 
and gantry at 0°. For each point measurement, 100 MU were delivered for nine square small 
fields with nominal side lengths of 0.5, 0.8, 1.0, 1.5, 2.0, 3.0, 4.0, 5.0 and 10.0 cm. On the 
Elekta linac, fields were shaped with MLC (cross-line direction) and jaws (in-line direction), 
while on the Varian linac they were shaped with jaws in both directions. The 10 cm field size 
was used as the reference for the calculation of field output factors (FOFs). Measurements 
using ICs and W1 plastic scintillator detector (PSD) were performed in a water phantom, while 
for film measurements RW3 and Virtual Water slabs were used instead. 

Determination of Output Correction Factor (OCFs) was based on the FOFs obtained 
experimentally with two reference detectors, EBT3 radiochromic films and W1 (PSD), 
following a novel method published recently by our group [2]. Both sets of measured FOFs 
were corrected for volume averaging effect [2] and fitted by the analytical function: 

 𝐹𝐹𝐹𝐹𝐹𝐹(𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) = 𝑇𝑇∞
𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐

𝑐𝑐𝑐𝑐+𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑐𝑐 + 𝑆𝑆∞(1 − 𝑒𝑒−𝑏𝑏∙𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) (1) 

proposed by Sauer and Wilbert [3]. 𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 denotes equivalent square small field size (clinical 
field size), calculated as 𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = √𝐴𝐴 ∙ 𝐵𝐵 [4]; A and B correspond to the radiation field widths 
(FWHM) in in-line and cross-line direction, in our case measured with EBT3 films [2]. 

OCFs were experimentally determined on two different types of linac for eight small (active 
volume V < 0.1 cm3) ionization chambers: IBA CC04, IBA Razor IC, IBA Razor Nano 
Chamber (Varian linac only), PTW 31016 3D PinPoint, PTW 31021 3D Semiflex, PTW 31022 
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3D PinPoint, PTW 31023 PinPoint and SI Exradin A16. Calculated values for FOFs (Sclin) from 
Eq. (1) were used for the determination of detector specific OCFs as shown in Eq. (2) 

 𝐹𝐹𝑂𝑂𝐹𝐹(𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐) = 𝐹𝐹𝐹𝐹𝐹𝐹(𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐)
𝑀𝑀�𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�

𝑀𝑀�𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟�

  (2) 

M(Sclin) and M(Sref) denote measured signals in a particular clinical and reference field, 
respectively. The orientation of each IC was kept with its stem perpendicular to the central 
beam axis, following the recommendation from TRS-483. 

RESULTS 

OCFs were determined on Elekta Versa HD and Varian TrueBeam linacs for seven ICs and 
four energies. OCFs for the Elekta linac are shown in Figure 1 as discrete values, as well as 
curves of the analytical function from Eq. (1). For all ICs, most significant under-response was 
observed for field sizes below 1.0 cm, attributed mainly to the volume averaging effect; the 
highest OCF values were observed for PTW 31021 3D Semiflex IC (V = 0.07 cm3), while for 
IBA Razor IC (V = 0.01 cm3) those values were the lowest for all investigated beams. 

 

Figure 1. Detector specific output correction factors 𝐹𝐹𝑂𝑂𝐹𝐹𝑂𝑂 for seven ICs for four beam 
energies on Elekta Versa HD linac, presented as individual values/points and as curves of the 
analytical function proposed in the TRS-483. Measured data represent “total” OCFs and 
include contributions from both, volume averaging effect as well as perturbation correction 
factors. 
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CONCLUSIONS 

A large set of detector specific OCFs for eight types of ICs in four beam energies was 
determined on two linacs. Furthermore, data for OCFs were determined also for small fields 
below 1.0 cm. All these data are a valuable supplement to the literature and the TRS-483 
dataset. 
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BACKGROUND 

The design of the RefleXion biology-guided radiotherapy (BgRT) system limits the maximum 
field size to 2 cm or 3 cm in the IEC 61217 Y dimension at the source-to-axis distance (SAD) 
of 85 cm. The beam is nominally 6 MV and flattening filter free (FFF). The closest clinically 
used field size to the conventional reference field in this system is 10 x 2 cm2 at the isocenter. 
The 10 x 2 cm2 field size does not meet the lateral charged particle equilibrium (LCPE) 
condition of the machine-specific reference (msr) field introduced in the IAEA TRS-483 Code 
of Practice (CoP) [1]. Therefore, the TRS-483 cannot be directly used for the calibration of this 
system. In this study, two approaches are proposed for reference dosimetry of the BgRT system 
and the results of two methods are compared. 

METHODS 

First approach: This is the most common approach suggested in the TRS-483[1]. The dose to 
water in the msr field (𝐷𝐷𝑤𝑤,𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄 ) is determined according to the equation: 

𝐷𝐷𝑤𝑤,𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄
𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄 = 𝑀𝑀𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝐷𝐷,𝑤𝑤,𝑄𝑄0
𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 𝑘𝑘𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄,𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓. 

Since the 10 x 2 cm2 field size of the BgRT is not a msr, we have generalized this methodology 
and referred to this field as “A” instead of “msr”. In this study, the mean absorbed dose to 
water over a small volume and to the sensitive volume of two chambers (Exradin A1SL and 
A26) are calculated for both setups: the BgRT and reference Co60 (𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄𝑄𝑄

𝑓𝑓𝑄𝑄  and 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄0
𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓  

respectively). The generic correction factors (𝑘𝑘𝑄𝑄𝑄𝑄,𝑄𝑄0
𝑓𝑓𝑄𝑄,𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓) are determined using the following 

equation: 

𝑘𝑘𝑄𝑄𝑄𝑄,𝑄𝑄0
𝑓𝑓𝑄𝑄,𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 = �𝐷𝐷𝑤𝑤,𝑄𝑄𝑄𝑄

𝑓𝑓𝑄𝑄 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄𝑄𝑄
𝑓𝑓𝑄𝑄� � �𝐷𝐷𝑤𝑤,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 𝐷𝐷𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄0
𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓� ��  

where the absorbed doses are calculated using Monte Carlo (MC) techniques based on detailed 
chamber and accelerator source models. 

Second approach: This approach is recommended in the TRS-483 when the MC correction 
factors are not available. The 𝐷𝐷𝑤𝑤,𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄  is determined using this equation: 

𝐷𝐷𝑤𝑤,𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄
𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄 = 𝑀𝑀𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄

𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄𝑁𝑁𝐷𝐷,𝑤𝑤,𝑄𝑄0
𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 𝑘𝑘𝑄𝑄,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓𝑘𝑘𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄,𝑄𝑄
𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄,𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓. 

The 𝑘𝑘𝑄𝑄𝑄𝑄𝑄𝑄𝑄𝑄,𝑄𝑄
𝑓𝑓𝑄𝑄𝑄𝑄𝑄𝑄,𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 corrects for the difference between the response of chamber in a 10 x 10 cm2 

field with beam quality Q using the same machine as msr field and the response of chamber in 
the msr field with beam quality Qmsr [1]. 𝑘𝑘𝑄𝑄,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 is the beam quality correction factor for which 
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the beam quality Q of the hypothetical 10 x 10 cm2 field and ultimately the square equivalent 
field need to be determined. Knowing the Q, the 𝑘𝑘𝑄𝑄,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 can be looked up in standard reference 
dosimetry protocols. However, this methodology cannot be directly used for the calibration of 
the BgRT system, since the data provided in the TRS-483 for determining equivalent field size 
and the equation for deriving the beam quality specifier (equations 28-29 of the TRS-483) are 
limited to 3 and 4 cm fields respectively. Additionally, the tabulated 𝑘𝑘𝑄𝑄,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 values are provided 
only for larger reference chambers not suitable for small fields. In this study, we extended the 
IAEA-AAPM methodology to 2 cm field size by providing the data for the equivalent square 
field and deriving the beam quality specifier following the same methodology described in the 
TRS-483. We calculate the 𝑘𝑘𝑄𝑄,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓 values analytically for our beam quality specifier and 
chambers used, using the data in TRS-398[2]. As per TRS-483, the volume averaging and water 
to air stopping power ratio corrections are also applied to the 𝑘𝑘𝑄𝑄,𝑄𝑄0

𝑓𝑓𝑄𝑄𝑓𝑓𝑓𝑓values to correct for the 
differences between the WFF (with flattening filter) and FFF beams. 

 
Figure 1. The corrections for A1SL and A26 as a function of TPR20,10(10) 

 

RESULTS 

The equivalent square fields size for the BgRT system is found to be 3.6 cm and 4.8 cm for the 
10 x 2 cm2 and 10 x 3 cm2 fields respectively. It is verified that equation 28 of TRS-483 can be 
used to derive the TPR20,10(10) from TPR20,10(S) with a maximum difference of 1.3% for the 2 
cm field size. The 1.3% difference in the TPR20,10(10) has a negligible impact (0.02% on the 
correction for Exradin-A1SL). The correction factors for two chambers as a function of 
TPR20,10(10) calculated using both approaches are shown in figure 1 and summarized in Table 
1 for the nominal beam qualities. 
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Table 1.  The corrections for two chambers as a function of TPR20,10(10) 

Chamber type Field size 
(cm2) TPR20,10(10) 𝒌𝒌𝑸𝑸𝑸𝑸,𝑸𝑸𝑸𝑸

𝒇𝒇𝑸𝑸,𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇  
(1stapproach) 

𝒌𝒌𝑸𝑸,𝑸𝑸𝑸𝑸
𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇  

(2ndapproach) 
Difference 

app 2-1 (%) 

Exradin-A1SL 10 x 2 0.6498 0.9941 0.9944 0.03% 

Exradin-A1SL 10 x 3 0.6481 0.9939 0.9944 0.05% 

Exradin-A26 10 x 2 0.6498 0.9940 0.9926 0.14% 

Exradin-A26 10 x 3 0.6481 0.9935 0.9927 0.08% 

 

CONCLUSIONS 

Even with the condition of LCPE not met in the fields clinically available on the BgRT system, 
depending on the detector used, MC-based correction factors can be applied for the purpose of 
clinical reference dosimetry. We found that these factors are in excellent agreement (to within 
0.14%) with values following the msr-field based calibration procedure suggested in TRS-483. 
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BACKGROUND 

Estimating measurement uncertainties for measurement capabilities is something that is 
standard practice for primary and secondary standard laboratories who have a quality 
management system following ISO/IEC 17025 [1] standard. This is not usually the case for 
measurements performed at hospitals. Estimating and publishing of uncertainties is 
unfortunately not a common practice for routine measurements in hospitals. This is also evident 
in the data published by several authors for small static fields in which there is a lack of 
estimation of uncertainties for several steps in the determination of correction factors [2]. 

The ICRU 83 [3] report recommends that for reporting purposes, as part of clinical trials, 
publications, etc., the uncertainties associated with the relevant quantities and parameters 
should be estimated and presented [3, 4]. There is still some confusion as to how uncertainties 
are estimated and misunderstanding of the difference between uncertainties and accuracy. 

METHODS 

The estimation of measurement uncertainties involves establishing an uncertainty budget and 
evaluating type A and type B uncertainties [5, 6, 7, 8]. Type A standard uncertainties are those 
evaluated by statistical means of a measured quantity for defined conditions [6, 7, 8]. Type B 
standard uncertainties are those defined by means other than statistical evaluation of a series of 
observations [6, 7, 8]. The basis of an uncertainty budget is the measurement model used for 
the calculation of the measurand. The formalism for the determination of absorbed dose to 
water for small static fields, using an ionization chamber that has been calibrated for absorbed 
dose to water in a 10 cm x 10 cm field size under reference conditions, using generic beam 
qualities published, is defined by Alfonso et al and IAEA TRS 483 as [2, 9]: 

 𝐷𝐷𝑤𝑤,𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟
𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟 = 𝑀𝑀𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟

𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟  𝑁𝑁𝐷𝐷,𝑤𝑤,𝑄𝑄0
𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 𝑘𝑘𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟𝑄𝑄0

𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 (1) 

The field output factor is given by [2]: 

 𝛺𝛺𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟

𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟 =
𝑀𝑀𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐

𝑀𝑀𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟
𝑟𝑟𝑚𝑚𝑚𝑚𝑟𝑟 𝑘𝑘𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟

𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟  (2) 

Each quantity in equations (1) and (2) contributes to the measurement uncertainty together with 
the associated covariances, applied probability distribution and degrees of freedom [6, 7, 8]. 

Positional uncertainties associated with the setting of the collimator, the determination of the 
beam central axis, and the accuracy of the scanning system were evaluated through 
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measurements using several detectors for various field sizes. Their contribution to the 𝑀𝑀𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟
𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟 , 

𝑘𝑘𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟𝑄𝑄0
𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 and 𝛺𝛺𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟

𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟 were evaluated. Uncertainty contributions from cross calibrations 
performed using the daisy chain methodology were also evaluated. The multileaf collimators 
were recalibrated at specified intervals, and the uncertainty contribution caused by this 
calibration was evaluated. Measurements were performed using an automated beam scanning 
system and the machine used was a Siemens Primus linear accelerator operated at 6 MV. 

RESULTS 

For reference measurements, the most significant standard uncertainty arose from the 
traceability, including the calibration of the reference instrument and the process of daisy 
chaining to the required small field. For the relative measurements, the standard uncertainty 
associated with the determination of field output factors contribute a significant uncertainty 
and this is dependent on the leaf calibration, detector type and its orientation. They each range 
from 0.5 % to 1 % depending on the detector used. 

CONCLUSIONS 

It is critical to identify uncertainty contributors and the risks they contribute to the measurement 
chain. This gives confidence in a measurement and the dosimetric accuracy at which dose can 
be delivered. All contributors to the uncertainty of measurements need to be identified so that 
measures can be taken to minimize the risk they may impose in dose delivery. 
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BACKGROUND 

Various radiotherapy techniques such as intensity modulated radiation therapy (IMRT), 
stereotactic radiotherapy (SRT) and radiosurgery (SRS) utilize small photon fields and require 
the highest level of accuracy in the dose delivery. At the same time, dose measurements in 
small photon fields have higher uncertainty therefore special dosimetry procedures are 
required. An IAEA/AAPM code of practice for small static fields (IAEA TRS483) was recently 
published [2] and tested within an IAEA co-ordinated research project. Taking this into 
account, an audit methodology for small photon beams was developed by the IAEA and tested 
in a pilot study. The results are presented here. 

METHODS 

This pilot audit was organized in three rounds (the third one is still ongoing), in total 
participants from 14 countries took part. The audit was performed with two detectors; 
radiophotoluminescent dosimeters (RPLDs) - model GD302M (AGC Techno Glass Co., Japan) 
used in the high dose mode (active area from 0.6 mm diameter), which were commissioned for 
measurements in small fields and EBT-3 Gafchromic films (Ashland, USA). A set of 
dosimeters sent to participants consisted of 13 RPLDs (3 dosimeters per field, 1 background 
dosimeter) for the dose measurements and 12 pieces of Gafchromic films for profile 
measurements as well as for positioning checks. Measured doses and profiles were compared 
with the Treatment Planning System (TPS). Irradiations of dosimeters were performed in the 
100 cm SSD geometry for linacs and 80 cm SAD for CyberKnife at 10 cm depth in water using 
specially designed holders. The position of the holder was set to the center of the beam using 
film and this was checked before and after the irradiation session. RPLDs were irradiated with 
the dose of 4 Gy using four field sizes ranging from the machine specific reference field size 
to 1×1 cm2 (or 1 cm diameter for circular fields) but the profiles were only measured for 
1×1 cm2 and 2×2 cm2 fields (1 cm and 2 cm diameter) using film. RPLDs and films were 
analyzed at the IAEA Dosimetry Laboratory. The beam profiles were evaluated at 20%, 50%, 
80 % of the maximum dose. Field sizes measured with the film were compared to dose 
calculation from TPS for in-plane and cross-plane beam profiles. 

RESULTS 

Dosimeters irradiated with 20 beam energies at 8 countries were analyzed so far. Three 
different linacs types with the following energies were used: 6 MV WFF (7), 6 MV FFF (3), 
10 MV WFF (2) and 10 MV FFF (4). In addition, four CyberKnife units were audited; two 
equipped with cones, one with Iris collimation system and one with MLC. The analysis of films 
used for dosimeter positioning verification showed that the irradiation set up in approximately 
80% of cases was accurate to within 1 mm. 

The ratios of the IAEA measured dose (Dmeas) and the TPS (DTPS) calculated dose are given in 
Figure 1. As can be seen, the results for fields 2×2 cm2 and larger are within 3%, whereas for 
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1×1 cm2 field the results show greater scatter. The standard deviation of the results for 1×1 cm2 
field is 2.4% while for the larger field sizes it is 1.1%. No differences related to beam energy, 
flattening filter or collimation system were observed. 

 

Figure 1. Dmeas/DTPS against field size for 20 audited beams energies. Circles represent 
beams with flattening filter (WFF), triangles – flattening filter free (FFF); blue symbols 

represent 6 MV beams, red – 10 MV beams, black symbols are CyberKnife beams. 

The comparison of the calculated and measured dose profiles showed the field size differences 
lay within 3 mm acceptance limit as suggested in a previous study for 2×2 cm2 and larger fields 
[1] for all except one institution. Moreover, only 15% deviations were in 1-3 mm range, with 
2.4% deviations higher than 3 mm, mainly for 80% and 20% dose levels for 1×1 cm2 and 
2×2 cm2 field sizes. Almost all deviations were found for standard linacs in the cross-plane 
direction, suggesting suboptimal MLC modeling. 

It is worth mentioning that three participants (total of seven beams) only partially followed the 
audit instructions and their results were excluded from this analysis. 

CONCLUSIONS 

The pilot study results showed that the audit methodology developed by the IAEA is a suitable 
tool for detecting dosimetric errors in small photon fields. It also proves that clinical 
commissioning of small photon beams is a demanding procedure. 
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BACKGROUND 

In 2008, the IAEA in cooperation with the AAPM released a formalism for dosimetry in 
nonstandard fields [1]. This formalism introduced the concept of the intermediate plan class-
specific reference (pcsr) field where similarly modulated plans could theoretically be corrected 
using a single correction factor derived from a representative field. The implementation of the 
pcsr-field concept as described in the 2008 formalism has proven difficult due to a lack of 
quantitative guidelines. The recent IAEA Technical Report Series (TRS) number 483 further 
concedes that the large quantities of data required to investigate potentially representative fields 
have not yet been determined [2]. To help bridge this gap in knowledge, this work utilizes a 
multidimensional feature analysis and clustering analysis of numerous modulated treatments 
to determine if distinct plan clusters may help guide the creation of representative plans. 

METHODS 

A total of 627 modulated clinical plans originally delivered on a TrueBeamTM STx linear 
accelerator were investigated. These plans were comprised of 2180 beams and 193161 control 
points. 22 complexity metrics [3-10] were analyzed for each beam and stored in a database. 
Because the various features investigated involved different scales and units, all features were 
standardized prior to any clustering analysis. To reduce the dimensionality of the data, a 
number of principal components (PC) [11] explaining 95% of the total variance of the dataset 
were also determined. The optimal number of clusters was not known a priori so a series of k 
clusters ranging from 2 to 20 was evaluated using Caliński-Harabasz criterion values [12]. 
Silhouettes [13] were then used to evaluate inter- and intra- cluster variance to assess their 
distinction from one another. 

RESULTS 

The optimal number of clusters for the dataset investigated according to the Caliński-Harabasz 
criterion values was three with rapid falloff for successively higher numbers of clusters. Across 
22 features evaluated in this work for 2180 modulated beams, 10 principal components were 
required to explain 95% of the total variance. A k-means objective algorithm seeking three 
clusters was then used on the first 10 principal components of the multidimensional data. For 
the ease of visualization, Figure 1 illustrates the results of the k-means clustering projected to 
only the first two of ten total principal components. The silhouettes of these three determined 
clusters demonstrated a high degree of overlap and provided little confidence that the clusters 
were in fact distinct. 
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Figure 1. A 2D plot of the first 2 principal components (explaining 58.8% of the total 
variance) of the 2180 datapoints evaluated in this work along with classifications indicating 

which cluster each data point was assigned to. 

CONCLUSIONS 

The pcsr concept relies on an underlying distinction between modulated beams. The cluster 
analysis demonstrated that no intuitive plan clusters existed in the multidimensional space 
evaluated, indicating the difficulty in creating a truly representative plan. Stratification among 
the features investigated does exist likely due to the overwhelming variability within modulated 
beams but the correlation of detector-specific corrections with the complexity metrics remains 
unknown. This work indicates that it may be more useful to consider corrections on a case-by-
case basis rather than attempting to use representative fields for the determination of absolute 
dose in nonstandard fields. 
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BACKGROUND 

The recent report on dosimetric key value (ICRU 90) reaffirmed the accepted value of Wair, 
to be a constant, above 10 keV, with a value of 33.97 ± 0.12 eV. A recent publication [1] has 
showed a possible energy dependence and to investigate this further, an experiment was carried 
out [2] reproducing the Domen and Lamperti investigation [3]. Although the experiment 
yielded a value consistent with the ICRU90 value, it highlighted the problems of using graphite 
detectors [2], particularly related to density variations. The goal of this project is to obtain 
additional experimental data in high-energy electron beams to determine Wair using pure 
aluminium. 

METHODS 

To measured Wair, which is the quotient of charge released in dry air, 𝑄𝑄𝑐𝑐𝑐𝑐𝑄𝑄, and energy 
deposited in this mass, 𝐷𝐷𝑐𝑐𝑐𝑐𝑄𝑄 ∙ 𝑚𝑚𝑐𝑐𝑐𝑐𝑄𝑄, an ion chamber and a calorimeter have been designed and 
constructed using pure aluminum. The ionometric (𝑄𝑄𝑐𝑐𝑐𝑐𝑄𝑄), and calorimetric (𝐷𝐷𝑐𝑐𝑐𝑐) measurements 
are combined with a Monte Carlo dose calculation (effectively a stopping power ratio, SPR) to 
obtain 𝑊𝑊𝑐𝑐𝑐𝑐𝑄𝑄: 

 𝑊𝑊𝑐𝑐𝑐𝑐𝑄𝑄 = 𝐷𝐷𝑎𝑎𝑐𝑐𝑟𝑟∙𝑄𝑄𝑎𝑎𝑐𝑐𝑟𝑟
𝑄𝑄𝑎𝑎𝑐𝑐𝑟𝑟

= 𝐷𝐷𝑎𝑎𝑐𝑐
𝑄𝑄𝑎𝑎𝑐𝑐𝑟𝑟 𝑄𝑄𝑎𝑎𝑐𝑐𝑟𝑟⁄

�𝐷𝐷𝑎𝑎𝑐𝑐𝑟𝑟
𝐷𝐷𝑎𝑎𝑐𝑐

� = 𝐷𝐷𝑎𝑎𝑐𝑐
𝑄𝑄𝑎𝑎𝑐𝑐𝑟𝑟 𝑄𝑄𝑎𝑎𝑐𝑐𝑟𝑟⁄

𝑆𝑆𝑇𝑇𝑇𝑇𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑄𝑄 (1) 

The quantity 𝑚𝑚𝑐𝑐𝑐𝑐𝑄𝑄 in equation (1) means that the volume of the ion chamber must be 
determined as for a cavity standard, and both mechanical and capacitive measurements were 
used. The calorimeter used was an open-to-atmosphere design using calibrated NTC 
thermistors in an AC Wheatstone Bridge to determine the radiation-induced temperature rise, 
and thus the dose to aluminium. Measurements were made in electron beams produced by the 
Elekta Precise linear accelerator at the NRC facility. The primary electron beam energy were 
8, 12, 18 and 22 MeV with a range of aluminum buildup thickness between 0.0 to 1.0 cm to 
provide a range of electron energies at the point of measurement. The irradiation time was also 
varied as was the source-detector distance, to further investigate geometrical and thermal 
influence quantities. 

RESULTS 

Prior to the measurements described above, the ion chamber was extensively tested to 
demonstrate it met the requirements of a reference-class detector. Results for ion 
recombination, polarity and leakage current were as expected. The type A uncertainty for a 
series of calorimeter runs at a dose-rate of 3 Gy min-1 was consistent with literature values and 
analysis of temperature-time plots indicates that thermal isolation of the core was superior to 
the previous graphite calorimeter design. At this time, it has not been possible to carry out the 
necessary Monte-Carlo simulations to derive the theoretical dose ratio (𝐷𝐷𝑐𝑐𝑐𝑐𝑄𝑄 𝐷𝐷𝑐𝑐𝑐𝑐⁄ ), so mono-
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energetic mass stopping powers have been substituted in equation 1. This is a significant 
simplification but is useful as a first step in analyzing the data (Table 1). 

Table 1.  Radiation and buildup set-up for all different configurations with associated mass 
stopping power ratios and Wair values calculated. Uncertainties shown are only type A. 

Nominal 
Energy (MeV) 

Total Al. 
thickness (cm) 

Energy at 
cavity (MeV) SPR Wair value (eV) diff. with 

ICRU(%) 

8 
0.194 6.59 1.1300 31.1  ± 0.02 8% 
0.392 5.62 1.1300 31.5  ± 0.02 7% 
0.591 4.65 1.1300 31.9  ± 0.05 6% 

12 
0.194 10.16 1.1246 30.2  ± 0.02 11% 
0.392 9.10 1.1271 30.3  ± 0.02 11% 
0.693 7.50 1.1299 30.8  ± 0.03 9% 

18 

0.194 14.99 1.1065 28.9  ± 0.07 15% 
0.392 13.82 1.1109 29.2  ± 0.04 14% 
0.591 12.05 1.1175 29.4  ± 0.06 13% 
0.693 9.11 1.1271 30.1  ± 0.07 11% 

22 

0.194 19.11 1.0900 28.1  ± 0.05 17% 
0.392 17.85 1.0947 28.4  ± 0.11 16% 
0.591 15.95 1.1027 28.7  ± 0.02 15% 
0.693 12.76 1.1159 29.3  ± 0.09 14% 

 

There is a significant energy dependence of the results and all the values are significantly lower 
than the current recommended value. Using aluminium is advantageous since it is an elemental 
material with no significant crystalline structure but the higher atomic number means that the 
fluence perturbation in electron beams could be significant and explain the deviations seen in 
the final column. Monte Carlo calculations, reproducing the entire geometry of the experiment 
will show the magnitude of this effect. 

CONCLUSIONS 

Although initial measurements with the aluminium ionization chamber and calorimeter 
indicate expected performance, preliminary analysis of the data yield a value for 𝑊𝑊𝑐𝑐𝑐𝑐𝑄𝑄 different 
from recommended data. Further Monte Carlo and thermal simulations are required to 
investigate this further and additional measurements at higher electron beam energies are 
planned. 
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BACKGROUND 

Basic photon interaction data such as mass energy-transfer and mass energy-absorption 
coefficients for dosimetric purposes require as a main component the incoherent scattering 
energy-transfer fractions [1]. The simplest approach for calculating incoherent scattering cross 
sections is the Klein-Nishina (KN) model, in which the photon is scattered by a free electron 
initially at rest. As an improvement on KN, a well-known and frequently-used approximation 
is the Waller-Hartree (WH) model which accounts for binding effects approximately through 
the incoherent scattering function, but which neglects the spread in energy of photons scattered 
at a given angle. The relativistic impulse approximation (RIA) incorporates both binding 
effects and Doppler broadening and yields an expression for the DDCS differential in outgoing 
photon angle and energy. The key ingredient to the calculation of the RIA cross sections is the 
Compton profile (CP) of each atomic or molecular orbital, which is computed from the 
corresponding linear momentum distribution. The atomic CPs typically used are from the 
tabulation of Biggs et al [2]. 

Seltzer [3] derived mass energy-absorption coefficients for elements and compounds which 
used the WH model for Compton binding effects. In addition, interaction coefficients for 
compounds used in dosimetry were modeled using an independent-atom approach. 

In this work we investigated for three materials of dosimetric interest (air, water, and carbon) 
the impact of the use of a molecular CP on the Compton energy-transfer cross section derived 
using the RIA. We also studied the difference between the RIA and the WH approach to 
modelling binding effects. The new energy-transfer cross sections are relevant for 𝜇𝜇𝑡𝑡𝑄𝑄𝐶𝐶 /𝜌𝜌 values 
in the tens of keV range, where for these materials Compton becomes dominant. 

METHODS 

We calculated Compton cross sections within the RIA [4], which includes relativistic effects. 
The CPs were integrated from momentum densities obtained through self-consistent Hartree-
Fock calculations, with wave functions expanded in a cc-pVTZ Gaussian basis set [5]. We 
performed the RIA calculations employing both molecular and atomic CPs in order to quantify 
the effect of using more accurate CPs to describe molecules. The atomic and molecular binding 
energies were taken from tabulated experimental data. 

It should be noted that in our calculations of mass energy-transfer coefficients, we neglected 
for now the emission of characteristic x-rays in the relaxation process after the Compton 
interaction, as the magnitude of this effect is very small for low-Z atoms. 
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RESULTS 

Figure 1 shows the Compton component of the mass energy-transfer coefficients for air and 
water calculated in the different formalisms discussed above, with insets showing 
each𝜇𝜇𝑡𝑡𝑄𝑄𝐶𝐶 /𝜌𝜌normalized by the𝜇𝜇𝑡𝑡𝑄𝑄𝐶𝐶 /𝜌𝜌for KN. Both RIA curves (molecular and atomic) are 
significantly closer to the KN mass energy-transfer coefficients than the WH model. The latter 
can differ by a large amount from the other models in the tens of keV range (e.g. ∼6-10% at 
20 keV). 

We find that there is very little difference between the RIA with atomic and molecular CPs, 
thus the RIA does not seem to be particularly sensitive to the specific shape of the CPs. 
However, it can be slightly more sensitive to the choice of binding energies. Nevertheless, by 
far the biggest impact comes from the type of formalism which is employed. 

 

Figure 1. Mass energy-transfer coefficients for air (left) and water (right) calculated within 
KN, WH, and RIA (atomic & molecular CPs). The insets show data normalized to KN 𝜇𝜇𝑡𝑡𝑄𝑄𝐶𝐶 /𝜌𝜌. 

CONCLUSIONS 

The RIA using a variety of different CPs is always much closer to KN than to WH. In the 
immediate future we will continue with the main goal of this project, which is to determine the 
differences in the mass energy-absorption coefficient𝜇𝜇𝑓𝑓𝑐𝑐/𝜌𝜌from using the various Compton 
cross sections. We will incorporate fluorescence emissions and radiative losses, and include all 
other relevant photon interactions, to fully quantify the dosimetric impact. 
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BACKGROUND 

Organic plastic scintillators are attractive for particle dosimetry due to a sub-mm size, prompt 
response, and a good water equivalence. However, the beam response curve measured with a 
scintillator deviates from that of an ideal detector. The scintillator measured response exhibits 
a non-linear signal reduction–termed ionization quenching–as the linear energy transfer (LET) 
increases. Ionization quenching is a common phenomenon in solid state dosimetry and is 
traditionally corrected with a semi-empirical model [1] relying on experimentally determined 
quenching parameters depending on the scintillator itself as well as the beam quality. The 
model has recently been shown to break down even in low-energy photon beams [2], whereas 
a shortcoming for heavy ions has been known for decades. 

METHODS 

We present a new approach to correct the ionization quenching in proton and heavier ion beams 
using an open-source software [3]. The software is based on the decay time and light yield of 
the scintillator as well as the ion track structure. Amorphous track structure theory is applied 
to account for the radial energy deposition by secondary electrons in an ion track, which 
consequently gives rise to different quenching correction between two ions with different 
atomic number but the same LET, as the track structures differ. A kinematic quenching model 
[4] is subsequently applied to evolve the initial energy distribution in time and space to 
calculate the quenching in the given ion track. The software is applied to investigate the 
temporal aspects of ionization quenching in plastic scintillators. 

RESULTS 

The fluorescence emission for three proton tracks in a plastic scintillator with light yield 8000 
photons/MeV and decay time τ = 3.2 ns is shown in figure 1(a). The quenching-free exponential 
scintillator signal with time constant τ is shown for reference. The luminescence emission from 
the proton track with 100 MeV/cm rapidly decreases but converges to a rate corresponding to 
that of the expected exponential decay after few ns. The ratios of the luminescence signals to 
the exponential function with time constant τ are shown in (b). The proton with a LET of 4 
MeV/cm, corresponding to an energy of 240 MeV, is seen to follow the exponential emission 
which indicates the ionization quenching is negligible. On the other hand, the light emission 
from the LET = 100 MeV/cm proton track (4 MeV) is reduced around a factor 2. The arrows 
in (b) indicate the time it takes for half the quenching to occur in the proton tracks, i.e. the order 
of a few percent of the characteristic scintillator decay time for the two protons with LET > 4 
MeV/cm in agreement with [5]. 
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Figure 1. (a) The luminescence from 3 protons with different LET in a plastic scintillator. (b) 
The ratios of the luminescence to the quenching-free exponentially decaying scintillator 

signal. 

CONCLUSIONS 

The open-source software for quenching corrections in scintillator dosimetry enables an 
investigation of the temporal structure of ionization quenching. The inclusion of the temporal 
structure is in contrast to other quenching correction models which rely on fit to the 
experimental data without considering the temporal component. The results show that the 
quenching is negligible for a 240 MeV proton track as expected but decreases the light emission 
significantly for protons with higher LET. The ionization quenching in proton tracks thus 
occurs at a time scale faster than the characteristic decay time of the scintillator and may fade 
out as fast as 1 % of the decay time for high-LET cases. 
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BACKGROUND 

Proton therapy has become a most popular in radiation oncology due the superior dose 
distribution of proton beam. However, the advantage of proton therapy cannot be fully utilized 
without proper measurement of in-patient proton dose. Currently, no clinically applicable 
method is available [1-3]. Detecting secondary gammas has been proposed as a potential 
method to measure in-patient proton dose since treatment protons stop within the patient as 
they deliver the dose [4]. One possibility is the development of an imaging device to measure 
the scattered gamma-rays produced during a proton therapy treatment [5-6].  During the design 
of this imaging device, Monte Carlo simulations have been performed to understand the 
production of these secondary (prompt) gamma-rays, particularly from tissue.  Discrepancies 
have been reported in the Geant4 prompt gamma production specifically in the most prominent 
elements (12C and 16O) of tissue [3,7]. The goal of this study is to compare the measured and 
simulated prompt gamma cross section of 4.438 MeV of 12C over the proton energy range of 
80 – 125 MeV using Geant4 AFRODITE model. 

METHODS 

The measurement was carried at iThemba LABS using the AFRODITE clover detector system. 
A proton beam over the range of 80 -125 MeV were used to hit a natural carbon target of 
thickness 8.40±0.07 mg/cm3. In the simulation study, the geometry of the AFRODITE 
detection system was carefully modelled to mimic the actual geometry by importing CAD 
models into the Geant4 code. The physics of the AFRODITE model was tested by comparison 
to the three standard gamma emitting sources, by testing the Compton suppression system and 
evaluating various hadronic physics processes. Once the model was validated, the experimental 
runs were simulated and the same procedures were followed in order to obtain absolute detector 
efficiency curves for the germanium crystals, as well as, differential cross-section data and total 
cross-section data for the 4.438 gamma peaks. 

RESULTS  

Figure 1 shows the total cross-section comparison of simulated and experimental total cross-
section data with available experimental cross-section data for the 4.438 MeV photo peak from 
the carbon target. 
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Figure 1. Comparison of measured and simulated total cross-section values for the 4.438 
MeV photo peak with available experimental cross-section data. 

CONCLUSIONS 

As with the experimental 4.438 MeV cross-section data, Geant4 simulated cross section results 
appear to be higher than the expected values, but due to the scarcity of data, it is hard to 
determine if these data points are indeed too high. 
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BACKGROUND 

The absorbed dose standard for high dose rate (HDR) 192Ir brachytherapy sources at the UK 
National Physical Laboratory (NPL) is a graphite calorimeter [1]. Calorimetry offers a more 
direct method to measure absorbed dose compared to ionometry and usually results in lower 
overall measurement uncertainties. Radiation energy imparted in the annular calorimeter core 
with a mean radius of 2.5 cm is converted to the quantity of interest, absorbed dose rate to 
water at 1 cm distance from the centre of the source, �̇�𝐷w, 1 cm. The required graphite-to-water 
conversion and perturbation correction factors for absorbed dose measurements of the HDR 
192Ir Isodose Control Flexisource have been calculated with Monte Carlo (MC) techniques. 
�̇�𝐷w, 1 cm of the HDR 192Ir Flexisource was measured with the calorimeter and the reference air 
kerma rate (RAKR) was measured with NPL’s HDR 192Ir air kerma primary standard [2]. The 
dose rate constant of the Flexisource was measured by taking the ratio of the two quantities 
and was compared against the published consensus value [3]. 

METHODS 

Conversion and perturbation correction factors for the final design of the HDR brachytherapy 
calorimeter [1] were determined using Monte Carlo simulations employing the cavity user code 
[4] that forms part of the EGSnrc system [5]. The MC calculated correction factor, 𝐹𝐹MC, was 
factorized into six different components. 𝐹𝐹MC transforms the dose rate to the graphite core of 
the real calorimeter to the quantity of interest, i.e. dose rate to a point in water at the reference 
distance of 1 cm under full scatter conditions, �̇�𝐷w, 1 cm. The MC models were validated against 
previously published data [1] for the Nucletron microSelectron-v1 classic HDR 192Ir source 
and a measured calorimeter response curve. Finally, the calorimeter was used to measure the 
dose rate constant of the HDR 192Ir Flexisource. 

RESULTS 

The MC calculated factor for the calorimeter, 𝐹𝐹MC, was factorized into six different 
components. The graphite-to-water conversion factor (6.9083 ± 0.12%) includes the inverse 
square correction from 2.5 cm depth in graphite to 1 cm depth in water. The five other 
components are correction factors for impurity (0.9995 ± 0.05%), volume averaging (1.0031 ± 
0.12%), vacuum gaps (0.9989 ± 0.04%), inhomogeneities (1.0006 ± 0.04%) and full scatter 
conditions (1.0061 ± 0.04%). The fully characterized calorimeter was then used to measure 
�̇�𝐷w, 1 cm for six different HDR 192Ir Flexisources. The RAKRs of these sources were measured 
with NPL’s air kerma primary standard. Both measurements were combined which resulted in 
a measured dose rate constant of Λ = (1.124 ± 0.007) cGy h-1 U-1 (k = 1) for the Flexisource. 
The measured Λ was found to be 1% higher than the currently accepted consensus value      
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CONΛ = (1.113 ± 0.011) cGy h-1 U-1 (k = 1) which is solely based on MC calculations. The 
measured and published consensus values agree well within the expanded uncertainties (k = 2). 

CONCLUSIONS 

Correction factors have been calculated for NPL’s HDR 192Ir absorbed dose graphite 
calorimeter for use with the HDR 192Ir Isodose Control Flexisource. The analysis method for 
the calorimetric measurements was changed from a spreadsheet-based method to a Matlab® 
code which considers heat transfer between different calorimeter components. This allows a 
direct measurement of �̇�𝐷w, 1 cm in quasi-adiabatic and isothermal modes of operation with 
reduced relative standard uncertainties of 0.67% and 0.44%, respectively. The absorbed dose 
measurements were also combined with RAKR measurements to yield a measured dose rate 
constant for the Flexisource with overall uncertainties lower than those quoted for the published 
consensus value. 

NPL’s HDR 192Ir provides a primary standard method for HDR brachytherapy dosimetry and 
could enable more accurate measurements of �̇�𝐷w, 1 cm in clinics. 
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BACKGROUND 

The more widespread use of low energy x-rays in the health sector, e.g. for blood irradiation 
and sterilization of medical equipment, requires support from improved dosimetry. The 
development of accurate and reliable dosimetry systems for low energy x-rays is difficult and 
the responses to dose of commonly used dosimetry systems, particularly solid-state dosimeters, 
are strongly energy dependent in the low energy range. The overall objective of this work is to 
establish reference conditions for traceable solid-state dosimetry using e.g. alanine pellets. 
Here, we specifically investigated a small 50 kV x-ray irradiator, using ion chamber 
measurements and Monte Carlo (MC) calculations. 

METHODS 

A 50 kV 1 mA VF-50J tube (Varian Medical Systems) with tungsten target was characterized. 
The x-ray tube utilizes a reflective geometry, where the filament is located close to the tube 
window, and the accelerated electrons hit the tungsten target at a 90 degree angle [2]. The 
advantage of such geometry is a small distance from focal spot to window which enables high 
dose rate to the irradiated object for a given power level. The beam quality, characterized by 
the beam attenuation in aluminium, was measured for different tube potentials using a plane-
parallel ionization chamber (PTW 23344). MC modelling was carried out using the egs++ 
usercode of the EGSnrc code system [1]. 

RESULTS 

Depth-dose profiles were calculated using the egs++ code. Initial computations were obtained 
using a spectrum provided by the manufacturer based on direct measurements at 40 kV tube 
potential with a LiF crystal and an XRF spectrometer. Since the full details of the measurements 
were not available, correction for spectrometer response could not be applied, and this spectrum 
resulted in a depth-dose profile that deviated significantly from the measured profile. We 
therefore choose to compute the spectrum of the x-ray tube using a simple electron beam model 
(monoenergetic beam of 0.1 cm radius) impinging on the tungsten target material with full 
account for other known details in the tube head such as window, collimator system, and 
external filtration. 

MC calculations performed with these photon energy spectra for 30, 40, and 50 kV tube 
potential resulted in depth-dose profiles in good agreement with the measurements (relative 
standard deviation of residual = 2.6% for all three spectra shown in Fig. 1 and no significant 
structure in the deviations except perhaps at the very surface). 
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Figure  1: Ratio of MC calculated dose to measured ion chamber response for three beam 
qualities. 

CONCLUSIONS 

MC calculated spectra have been verified to reproduce observed beam attenuation in 
aluminium, allowing for greater flexibility in the usage as a reference beam for studies of 
alanine response. The calculated spectra will be used onward to establish correction factors for 
characterization of alanine dosimeter response to irradiations in the low energy x-rays beam. 
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BACKGROUND 

Accurate measurement of radiation dose and radioactivity is key to the safe and effective use 
of ionizing radiation for cancer therapy and medical imaging. All such measurements rely on 
the international measurement system – the technical and administrative infrastructure that has 
been developed over many years to ensure measurements can be carried out at an accuracy that 
is fit for purpose. 

National metrology institutes (NMIs) are at the heart of the international system. NMIs that 
develop and maintain primary measurement standards offer calibration services based on these 
standards to secondary laboratories and other users. However, there is a challenge to overcome: 
by definition, a primary measurement standard has no calibration to rely on, so how can a 
primary standard be checked? The solution for ionizing radiation is found in the work of the 
Bureau International des Poids et Mesures (BIPM) and the Consultative Committee on Ionizing 
Radiation (CCRI). 

The origin of the BIPM was an international treaty called the Metre Convention [1]. The treaty 
was signed in Paris on 20th May 1875 and it established the BIPM as an intergovernmental 
organization under the authority of the General Conference on Weights and Measures. The 
Metre Convention established a permanent structure for member governments to act together 
on matters related to measurement science and measurement standards and included setting up 
the International Committee for Weights and Measures (CIPM) to promote world-wide 
uniformity of measurements and to oversee the work of the BIPM. The CIPM is advised by the 
CCRI on matters relating to ionizing radiation metrology. The IAEA is an important 
stakeholder in the CCRI, linking the work of the IAEA Laboratories and the SSDL network to 
the international measurement system. 

The influence of the Metre Convention has grown from the original 17 countries to 59 member 
states (‘States Parties to the Metre Convention’, to use the correct terminology) plus 42 
associated states and economies. The work was strengthened in 1999 with the publication of 
the CIPM Mutual Recognition Arrangement (CIPM MRA), which sets out in more detail how 
the international measurement system functions including a requirement for NMIs to 
demonstrate that national standards are equivalent through participation in comparison 
exercises. 

The scope of the technical work has also grown; a department dedicated to ionizing radiation 
measurement standards was founded in 1960. As well as providing the scientific secretariat for 
the CCRI, the department offers on-demand comparison and calibration services for radiation 
dosimetry and radioactivity. These services are free of charge to signatories of the Metre 
Convention. 
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SUMMARY 

The international measurement system works in the following way. NMIs that hold primary 
standards participate in comparison exercises to demonstrate the equivalence of the standards. 
The CCRI decides how often NMIs should participate in order to demonstrate continued 
competence. The comparisons can be large-scale exercises, organized by the CCRI with one 
NMI taking the lead as the pilot laboratory, or NMIs can decide to use the comparison services 
offered by the BIPM. 

For radiation dosimetry, the BIPM has developed very stable primary standards for a limited 
number of qualities using well-characterized beams (see Table 1). The low measurement 
uncertainties and stability achieved for these instruments led to the CCRI deciding (in 1999) 
that the BIPM primary standards would be accepted as setting the world reference value for 
these qualities (the Key Comparison Reference Value (KCRV)). 

Table 1. Radiation dosimetry comparison services at the BIPM. 

Comparison Description 
BIPM.RI(I)-K1 Measurement of air kerma for 60Co 
BIPM.RI(I)-K2 Measurement of air kerma for low-energy x-rays 
BIPM.RI(I)-K3 Measurement of air kerma for medium-energy x-rays 
BIPM.RI(I)-K4 Measurement of absorbed dose to water for 60Co 
BIPM.RI(I)-K5 Measurement of air kerma for 137Cs 
BIPM.RI(I)-K6 Measurement of absorbed dose to water for high-energy 

photon beams 
BIPM.RI(I)-K7 Measurement of air kerma in mammography beams 
BIPM.RI(I)-K8 Measurement of reference air kerma rate for 192Ir 

brachytherapy 
BIPM.RI(I)-K9 Measurement of absorbed dose to water for medium-energy x-

rays 
 

The approach is different for radionuclide metrology. The BIPM has established very stable, 
reproducible, instrumentation for comparing primary radioactivity standards (see Table 2). In 
this field, the world reference value (KCRV) is determined from a weighted mean of 
measurements of national standards. 

Table 2. Radionuclide standards comparison services at the BIPM. 

Comparison Description 
BIPM.RI(II)-K1 Measurement of gamma-emitting radionuclides (SIR) 
BIPM.RI(II)-K4 Measurement of short-lived gamma emitting radionuclides (SIRTI) 
BIPM.RI(II)-K5 Measurement of beta-emitting radionuclides (ESIR) (in development) 

 

Following approval by the CCRI, the results from all of the comparison exercises (large-scale 
and BIPM comparisons) are published in a database maintained by the BIPM – the Key 
Comparison Database (KCDB). 
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The next step in the international measurement 
system is for the NMIs to submit Calibration and 
Measurement Capabilities (CMCs) for publication. 
One requirement for publishing CMCs is that the 
laboratory must operate an ISO17025 quality 
assurance management system. Applications are 
also subject to peer-review; successful 
participation in a comparison exercise is an 
important part of the evidence used to demonstrate 
competency. With a multitude of different 
radiation qualities and radionuclides, it is 
unrealistic to arrange comparison exercises for 
every possibility; the CCRI oversees a system 
whereby successful participation in one 
comparison exercise is accepted as demonstrating 
competency for several radiation qualities or 
radionuclides. 

CMCs are also published on the KCDB, and a laboratory 
looking for a calibration service for an instrument or a radioactive reference material can search 
the database for NMIs that offer the service, confident in the knowledge that the entries in the 
KCDB have been subject to expert peer-review and practical demonstration of their capability. 

A schematic overview of the international measurement system is shown in Figure 1; 
comprehensive reviews of ionizing radiation metrology can be found in three special issues of 
Metrologia [2-4]. 

CONCLUSIONS 

Ionizing radiation metrology is a success story for the international measurement system. Over 
the past few decades, scientists from metrology institutes worldwide have worked together to 
establish a very robust framework to enable ionizing radiation to be used for cancer therapy 
and medical imaging, based on a system of comparisons and effective peer review. The system 
helps ensure that all measurements of ionizing radiation are fit for purpose, defendable and 
traceable to a single reference value – the key comparison reference value. 
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Figure 1. An overview of the 
international measurement system. 
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BACKGROUND 

Beginning in 1927, consultative committees of the International Committee of Weights and 
Measures (CIPM) have been formed for various measurement quantities of interest within the 
International System of Units (SI). Each CC provides a forum where National Measurement 
Institutes and Designated Institutes can meet to discuss common measurement challenges, 
identify strategic research goals and approve degrees of equivalence in calibration capabilities. 
CCRI was established in 1958, as new applications of ionizing radiation requiring measurement 
standards (e.g., Co-60 and linear accelerators for radiation therapy, personnel monitoring for 
nuclear power plant workers) became established in society. Sixty years later, the CCRI’s role 
continues to be vital in ensuring international equivalence of dosimetric standards and 
identifying new radiation metrology issues that need to be addressed collectively. 

This presentation will describe the function and operation of the CCRI and how it fits within 
the international radiation metrology framework. It complements the sister presentation on the 
role of the BIPM [1]. 

DISCUSSION 

CCRI [2] brings together representatives from every continent, so it is a truly global collective. 
The committee is formed into three sections covering: I) x- and gamma-rays, charged particles; 
II) radionuclide measurements, and III) neutron measurements. This sub-specialisation 
recognizes that the expertise and requirements for the different fields are related but separate. 
The biennial section meetings, therefore, can focus on technical questions specific to each area. 
The CCRI itself acts as a type of Executive Committee that considers trends and commonalities 
and develops an overall strategy for ionizing radiation metrology. 

One of the primary activities of the CCRI is to identify measurement quantities of international 
relevance and organize/oversee comparison programs to ensure equivalence between the 
primary standards of different countries. The concepts of degrees of equivalence and the CIPM 
Mutual Recognition Arrangement are dealt with elsewhere in this symposium, the role of the 
CCRI is to ensure that current comparison programs meet nations’ needs and that comparisons 
for new measurement quantities or radiation modalities are developed in a timely manner. 

The CCRI extends beyond national laboratories to key liaison organizations and stakeholders 
to ensure that the relevant subject matter experts are at the table and that activities in ionizing 
radiation metrology are in line with end-user needs. For example, the recently published ICRU 
Report 90 [3] was a result of a request from CCRI for a review and update of key dosimetric 
data. International medical physics organizations such as IOMP, AAPM and the IAEA provide 
essential input to the discussions on radiation metrology developments. 

The CCRI also has an advocacy role, to provide a stronger voice on ionizing radiation 
metrology to governments and international organizations than any single laboratory. A 
particular issue that has arisen in recent years is the reliable shipment of radioactive sources, 
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both for comparison purposes (e.g. the BIPM SIR) and for re-sourcing calibrated radiation 
fields (e.g. Co-60). 

CONCLUSION 

The CCRI is a forum and enabler for the accurate use of ionizing radiation in industrial, medical 
and radiation protection applications. 
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BACKGROUND 

In every country in which ionizing radiation is used, there is a need for accurate dosimetry. 
Appropriate calibration of the dose measurement equipment is part of this task. Therefore, each 
country should either maintain a national measurement standard for relevant quantities or make 
arrangements for access to such standards maintained in another country. National 
measurement standards should be nationally recognized and traceable to the International 
System of Units (SI). They may be either primary or secondary standards maintained at a 
primary standards dosimetry laboratory (PSDL) or at a secondary standards dosimetry 
laboratory (SSDL). 

The International Atomic Energy Agency (IAEA) in collaboration with the World Health 
Organization (WHO) established the IAEA/WHO SSDL Network in 1976. The members of 
the Network are designated by the competent national authorities and they undertake the duties 
of providing a link in the traceability of radiation dosimetry for users within that country. The 
SSDL Charter explains the rights and duties of members in the Network [1]. 

IAEA SUPPORT TO SSDLs 

An SSDL can be traceable to the SI and international measurement system in different ways 
(Figure 1). Some SSDLs are traceable to a PSDL or directly to the Bureau International des 
Poids et Mesures (BIPM), if there is no national primary standard and the country is a member 
of the Metre Convention. More than 50% of the SSDL Network Members are traceable to 
primary standards through the IAEA, at least for one dosimetric quantity used for their 
calibration services.  

 

FIG. 1. A simplified representation of the international measurement system for radiation 
dosimetry. The arrows represent the calibrations which ensure the traceability chain to the 
international measurement standards and the dotted lines indicate comparisons of primary 

and secondary standards. Modified from [1] 
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The IAEA’s Dosimetry laboratory (DOL) works as a central laboratory in the SSDL Network 
and provides calibrations, reference irradiations, comparison programmes and dosimetry audit 
services for the Member States. In average DOL provides yearly around 600 calibrations, 24 
comparisons and 60 audits to SSDLs. 

CALIBRATION SERVICES PROVIDED BY THE SSDL NETWORK MEMBERS 

In May 2019, the IAEA/WHO Network of SSDLs included 86 members, 16 PSDLs and 5 
international organizations as affiliated members. The up-to-date list of the Network members 
is included in every issue of the SSDL Newsletter and it is also available on the SSDL Network 
website [2]. One of the requirements of a full SSDL Network member is to submit an annual 
report. In 2017, 84 SSDL Network members submitted their annual report and a short summary 
of their calibration services is given in Table 1. Most of the calibrations provided by SSDL 
members are in the field of radiation protection. 

Table 1. Calibration services provided by the SSDL Network members according to their 
annual report 2017 (n = 84). 

Service scope 
Number of SSDLs 

providing the 
service 

Number of SSDLs 
traceable through 

IAEA 

Number of 
calibrations 
provided by 

SSDLs in 2017 
Radiation therapy 
including brachytherapy 50 24 9671 

Radiation protection 71 37 116 963 
Diagnostic radiology and 
mammography 43 15 4851 

 

CONCLUSIONS 

The IAEA/WHO SSDL Network has an important role in disseminating and supporting the 
correct use of the dosimetry quantities and units through the proper calibration of field 
instruments by the SSDLs. The challenge is that usually, there is only one SSDL in a country 
and there is a limited number of persons working in this field. Therefore, international 
cooperation between the SSDLs is very important; and this is also one of the main aims of the 
IAEA/WHO SSDL Network. 
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BACKGROUND 

Radiation survey meters, or dosimeters, are important tools for the evaluation and examination 
of workplace safety when ionizing radiation is used in the workplace [1,2]. The sensitivities 
and detection efficiencies of the detectors are extremely important in these measurements. 
Efficiency of some detectors, such as the NaI(Tl) scintillation detector, may have a very strong 
photon energy dependence in diagnostic radiology photon field and care must be taken in using 
such instruments for dose-related measurements. To ensure the sensitivity and detection 
efficiency, it is desirable to calibrate each instrument for its energy response. Measurements of 
detector responses at both high and low energies are required to ensure the accuracy of photon 
dose measurements. Thus, monoenergetic photon fields are necessary. 

As a reference calibration field, several radioisotopes have been used frequently, such as Am-
241, Cs-137 and Co-60, providing photons with energies of 60, 662, 1173 and 1333 keV, 
respectively.  However, there is no suitable radioactive source emitting photons with energies 
of a few hundred keV. This is an important energy region for radiation detector and dosimeter 
calibrations particularly in diagnostic radiology field because the dominant photon interaction 
changes from the photoelectric effect to Compton scattering. Only short-lived radioactive 
sources, such as Ce-139 (166 keV, T1/2=138 days) and Cr-51 (320 keV, T1/2=28 days), are 
available for a mono-energetic photon source in this energy range. 

In our previous work, a backscatter layout provided photons with an energy of 190 keV by 
using a Cs-137 gamma source [3]. It could be possible to utilize the same layout with different 
radioactive sources to produce photon fields with various energies. In the present work, we 
present the preliminary results for calibration of CsI(Tl) survey meters for Horiba PA-1000 and 
Mr.Gamma A2700 under the proposed backscatter layout and using a 208-MBq Cs-137 source. 

METHODS 

Under the proposed layout with a 208-MBq Cs-137 source, a mono-energetic photon field with 
190 ± 9.6 keV (FWHM) and a dose rate of 3.18 ± 0.18 µSv/h was obtained within the 
established volume which is adequate for various sizes of survey meters for calibration 
purposes. The approach presented here offers a way to provide low and high energy radiation 
from a single source that can allow the survey meters to be specifically tested for low energy 
applications as in diagnostic radiology. 
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Figure 1. The backscatter layout for calibration field of ~ 190 keV mono-energetic photon 
field [3]. The survey meter was positioned at the established ‘detector position volume’. 

RESULTS 

For the backscatter field energy, the responses of survey meters were normalized to the NaI(Tl) 
TCS-171 survey meter. NaI(Tl) was used as a reference survey meter due to it has energy 
compensation to display a more accurate dose value. For other energies of radioactive sources, 
the measured dose rate by the survey meters were divided to the theory dose rate by using Dose 
rate Conversion Factor (mSv.m2.MBq-1.h-1). The Horiba survey meter (model:PA-1000) show 
a strong energy dependence for ~200 keV photon field. 

CONCLUSIONS 

Our approach enables us to obtain a “two-energy calibration” using the same source at both 
energies of 190 and 662 keV, which can be preferable to dosimeter calibration applications. As 
the users of radiation dosimeter should have a mechanism to ensure the instrument’s 
performance, the approach presented offers a way to provide low and high energy radiation 
from a single source that can allow the detectors to be specifically tested for low energy 
applications. The proposed method to produce two-energy radiation could simplify the 
calibration process for small laboratories that do not have access to an X-ray generator facility. 
We are also looking for collaboration to setup in adjustable design so the variables can be 
changed if necessary but also held to perform the calibration repeatably and reliably. 

REFERENCES 

[1] D. THORELLI, Development of Constancy Control and Calibration Protocols for 
Radiation Monitor Devices and Estimations of Surface Dose Rates from Radioactive 
Waste Containers Used at University of Gothenburg, M.S. thesis (Univ. of Gothenburg, 
Sweden (2008). 

[2] American National Standard Radiation Protection Instrumentation Test and 
Calibration, Portable Survey Instruments, ANSI N323 (1997). 

[3] TAJUDIN S.M., NAMITO Y., SANAMI T., HIRAYAMA H., Quasi-monoenergetic 
200 keV Photon Field Using a Radioactive Source with Backscatter Layout, Jpn. J. 
Appl. Phys. 53 116401 (2014). 

 



Contribution ID: 196  Type: Oral 
 

53 
 

Well Chamber Calibration Experience of the Polish SSDL 

P. Ulkowskia 
W. Bulskia, K. Chelminskia, W. Slusarczyk-Kacprzyka, A. Kowalczyka, E.Gruszczynskaa 
aDepartment of Medical Physics, The Maria Skłodowska-Curie Memorial Cancer Centre and 
Institute of Oncology, Roentgen Str. 5, 02-781 Warsaw, Poland. 

Email address of Corresponding Author: w.bulski@zfm.coi.pl 

BACKGROUND 

In Poland, there are 35 centres which carry out brachytherapy. They treat about 12000 patients 
per year. In total, all these centres make use of about 50 HDR machines with Ir-192 sources. 
Each source has to be replaced every three months, and the new sources have to be calibrated. 
In every centre this is done by measuring the source output with a well ionization chamber. 
Each centre has at least one such chamber which in turn has to be calibrated against the 
secondary standard. The Polish Secondary Standard Dosimetry Laboratory [1] offers such 
calibrations for which it is accredited by the Polish Centre for Accreditation. The SSDL in 
Warsaw is the only laboratory in Poland and in central and eastern Europe which performs 
calibration of this type of chambers. The service began in 2012, and since then, 87 calibrations 
have been performed. In this presentation, the calibration results are analyzed. 

METHODS 

The calibration procedure for well chambers was established at the SSDL in 2012. As a 
secondary standard, a PTW well chamber type TW33004 has been used. The present secondary 
standard of the SSDL, a PTW well chamber type TW33004 with the Standard Imaging 
electrometer SUPERMAX 90018, was calibrated at the Primary Standard Laboratory PTB-
Braunschweig, Germany in 2016. At the Polish SSDL, the extended uncertainty of the 
calibration coefficient for user's chambers is 3% (k=2). The calibrations are performed using 
the Ir-192 source of the MicroSelectron HDR unit. Until December 2018, the SSDL calibrated 
41 well chambers from the following manufacturers: Standard Imaging – 19 chambers, 
Nucletron Holland – 10 chambers, and PTW Freiberg – 12 chambers. Most of the chambers 
are returned to the SSDL for recalibration approximately every two years. 

RESULTS 

Mean values and SD of calibration coefficients for each chamber type were calculated. For 
Standard Imaging HDR1000 Plus well chambers, the mean calibration coefficient was 
0.4672±0.0022. For Nucletron Holland well chambers (type 77091, 77092 and 77094), the 
mean calibration coefficient was 0.9489±0.0144 and for PTW33004 well chambers, the mean 
calibration coefficient was 0.9656±0.0152. Some chambers were calibrated twice, which 
enabled the evaluation of their stability. 

CONCLUSIONS 

The smallest standard deviation of the calibration factors was observed for the Standard 
Imaging chambers (19 chambers). It indicates high manufacturing reproducibility. 
Furthermore, these chambers have higher sensitivity than the other types. 

18 chambers of all types were calibrated three times over a period of six years. Their long-term 
stability is comparable, and it is within 0.5% over the period of 6 years for all the chamber 
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types. Another 25 chambers were calibrated twice over the period from 2012 to 2018 and it is 
expected that these chambers will shortly be sent to the SSDL for their third calibration. In 
2018, within the procedures of the SSDL accreditation, one of the reference chambers was 
calibrated three times during a period of 6 months, each time by a different person. The 
calibration coefficients were as follows: Nk=0.9645 (May), Nk=0.9644 (October), Nk=0.9639 
(December) mGy/(h·nA). The differences are within the range of 0.06%. This indicates a very 
high reproducibility of the measurements. This chamber was initially calibrated at the Primary 
Standard Laboratory PTB-Braunschweig, Germany in August 2012. The calibration coefficient 
was Nk=0.962 Gy/(h·nA). The difference over a period of six years was 0.3% which indicates 
a good long-term stability of the reference chamber. 
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BACKGROUND 

Radiotherapy treatments using modalities such as external photon, electron, proton and carbon 
ion beams and brachytherapy are prescribed and delivered to the patient on the basis of 
absorbed doses measured in a way that is traceable to either a primary standard of absorbed 
dose to water or air kerma.  Traceability to a measurement standard is universally accepted as 
a fundamental requirement to ensure uniformity of dose delivery across the radiotherapy 
community. In each of the modalities named above, the patient dose can be determined through 
a measurement of dose-rate using a dosimeter that has a calibration traceable to a primary 
standard. By contrast, the dose to the patient from radiopharmaceutical therapy (RPT) cannot 
be measured directly, but must be calculated from cumulated activity within the tissue of 
interest, derived from measurements of the radiopharmaceutical uptake and retention over time. 
The calculations employed rely completely on published nuclear data (radiation energy spectra 
and emission probabilities) and usually on calculations using the Monte Carlo method. Both 
have been thoroughly researched and benchmarked, so there is justified confidence in their 
accuracy. 

Nevertheless, there is a natural feeling of discomfort among metrologists about placing total 
reliance on consensus/theoretical data and calculations for a quantity as critical as radiotherapy 
dose. This is particularly true when attempting to achieve comparability with the doses 
delivered by the other radiotherapy modalities, e.g. for the sake of combined therapies, or to 
transfer data on tumour response or normal tissue tolerance. The situation is similar to that 
when external beam therapy dosimetry was entirely based on measurements of ionisation in air 
traceable to primary standards of air kerma (coulombs per kilogram of dry air multiplied by 
the average amount of energy required to create an ion pair in air, Wair/e) [1].  Successive 
estimates of Wair/e did not give good agreement, so an average value was proposed by BIPM 
[2] and adopted by the radiotherapy community so that at least everyone would agree. As the 
technology became available, new standards that obtained absorbed dose to water directly were 
developed using the method of calorimetry, measuring the temperature rise from the absorption 
of radiation into a water or graphite phantom. Dosimetry protocols based on calorimetry have 
now been developed to avoid the reliance on Wair/e, [3].   

Accordingly, we make the case here that dose measurement for RPT should be based on direct 
measurements traceable to a primary absorbed dose standard rather than nuclear data-based 
calculations, and describe the development and testing of a primary standard instrument for 
this purpose. 
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METHODS 

The standard is based on a conventional extrapolation ionization chamber (Figure 1). The 
instrument is placed in close proximity to the surface of a volume of radioactive liquid in a 
PMMA phantom, so that as much as possible of the radiation 
emitted from the surface is measured.  In this way the dose rate to 
water in the surface layer of the liquid is measured.  

A detailed Monte Carlo simulation of the phantom and chamber was 
performed in order to calculate factors to correct for attenuation and 
backscatter, and to determine the stopping-power ratio between air 
and water for the spectrum of particles entering the chamber. The 
simulation reproduced the relative response of the chamber within 
the estimated uncertainty at each of the 10 plate separation distances 
used. Therefore, instead of using the conventional extrapolation 
method and Bragg-Gray theory (which may not have been valid in 
the presence of very low-energy beta particles), we treated each 
plate separation setting as a separate independent measurement, and 
averaged the results. Full details of the method and first trial measurements are given in [4]. 

Careful consideration was given to the role of Monte Carlo simulation in the determination of 
the required corrections to the measured data, since the code itself uses the same nuclear data 
that the measurements are compared with. However, since every calculated correction factor is 
a ratio of Monte Carlo values, there is no dependence (to first order) on the absolute individual 
values.  The calculated values were insensitive to the choice of nuclear data set. 

RESULTS 

Two sets of measurements were made using a solution of 90YCl. The measurements were made 
in terms of mean absorbed dose to water per radionuclide disintegration. In order for the results 
to be compared with the dose calculated from published nuclear decay data, the dose at the 
surface of the solution was converted, using Monte Carlo simulation, to dose within a phantom 
large enough to establish equilibrium between the energy emitted per mass and the absorbed 
dose. This resulting comparison is with the nuclear data only, independent of radiation transport 
calculation methods. The source data were taken from RADAR [5] and MIRD [6]. The results 
for the two measurement runs are shown in Table 1. 

Table 1.  Measurement results. Units are Gy × 10-12 
 Run 1 Run 2 

 Measured RADAR MIRD Measured RADAR MIRD 
Absorbed  
dose per 
disintegration 

2.204 2.172 2.171 2.223 2.203 2.202 

Expanded 
uncertainty 
(k=2) 

± 0.041 ±0.005 ±0.005 ± 0.041 ±0.005 ±0.005 

 

 

Figure 1.  The primary standard. 
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CONCLUSIONS 

The measured results for 90Y agree with calculated values from 2 separate published sources 
within the estimated uncertainties. This both demonstrates the feasibility of using an 
extrapolation chamber as a primary standard of absorbed dose (in the case of 90Y), and provides 
reassurance that dosimetry based on the published data will be consistent with doses delivered 
using other modalities where the dosimetry is traceable to absorbed dose standards. 

The radionuclide used in the initial demonstration was chosen because it is used clinically, and 
also because the emissions are predominantly high-energy betas (maximum energy 2.28 MeV, 
mean energy 0.93 MeV), rendering it particularly suitable for measurement with an 
extrapolation chamber.  The entrance window of the chamber is only 5 microns thick, admitting 
a high proportion of the emitted betas.  However, the dependence on the calculated correction 
for attenuation will increase in the case of radionuclides with lower-energy spectra (e.g. 177Lu).  
Furthermore, calculated corrections to account for the low interaction probability in the 
chamber and backscatter from the surrounding material from gamma emissions (e.g. 131I and 
177Lu) will test the practicality of the instrument further.  Further investigations and trials are 
underway. 

As a final note, the irony has not escaped the authors that the standard proposed uses the method 
of ionometry, and therefore is still dependent on the BIPM value of Wair/e. 
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BACKGROUND 

Absorbed dose calorimetry is an absolute and direct method of measuring radiation doses. 
Calorimeters, used in various designs, are applied in radiation dosimetry and driven primarily 
by national metrology institutes with a principle aim of achieving the minimum uncertainty on 
the dose measurement. [1-2] With the newest specialized and nonconformal radiation 
modalities (MR-linacs, RelfeXion, Gamma Knife, Cyberknife, etc.), that cannot produce a 
standard reference field (10 × 10 cm2), dosimetry has to be adapted for smaller fields. Small 
calorimeters have been developed [3-4] and rely on vacuum pump systems to achieve pressures 
of typically less than 10-3 Pa thereby limiting heat transfer between the absorbing bodies. 
Although, effective at thermal isolation, the challenges and time required to establish a partial 
vacuum and maintaining it within a volume of porous graphite, make these an impractical 
solution for routine clinical use. The aim of the Aerrow project was to develop a probe-format 
graphite calorimetry system specifically designed for routine use in the clinical environment. 
Originally constructed at McGill University by Renaud et al., the calorimeter, referred to herein 
as the Aerrow, has to-date been used to determine the absorbed dose to a small sensitive volume 
in high-energy clinical accelerator-based photon beams under reference conditions. [5] The 
aim of this work is to complete the prototyping of a miniature version of the Aerrow. The mini-
version is designed especially for a small-field use. Because of the reduced size of the sensitive 
volume, the feasibility of absorbed dose measurement down to a field size of 0.5 × 0.5 cm2 will 
be investigated in this study. 

METHODS 

The incorporation of a machinable aerogel has provided sufficient thermal insulator and 
mechanical support to the nested graphite components. The Aerrow-mini is a half-scale version 
of the original Aerrow prototype and has a sensitive volume (the core) that is 8 times smaller. 
The 3.1 mm diameter, 5.0 mm long graphite core was separated from the surrounding 
environment by two isotropic layers of aerogel insulation (Airloy X103, Aerogel Technologies) 
and graphite. Each of the core, jacket and shield were fitted with negative temperature 
coefficient thermistors, which serve as either temperature sensors or Joule heaters. Both the 
jacket and the shield graphite pieces were connected to wires to control their temperatures 
through ohmic heating. The Aerrow-mini was used in the isothermal mode which measures 
absorbed dose by taking the ratio of the integrated drop in electrical power to the core mass. 

Because the aim of the project is to use the Aerrow-mini in small fields, TRS-483 is used as a 
reference for notation and correction factor calculation. In order to quantify small fields effects, 
𝑘𝑘𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟

𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟  for various commercially available densities of aerogel were calculated using 
MonteCarlo down to a field size of 0.5 × 0.5 cm2. Monte Carlo simulations were done with 
ESGnrc with egs_chamber module, and a 6 MV Varian Novalis linac beam model and field 
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sizes were specified as nominal fields at the phantom surface and not as FWHM in-plane and 
cross-plane. 

The read-out electronics include three Keithley Nanovoltmeter Model 2182A and three 
National Instrument source measure units (PXIe-4138). Measurements were performed in a 
water equivalent phantom with a clinical Varian TrueBeam Linac. A 6 MV 10 × 10 cm2 field, 
SSD of 100 cm with a dose rate of 600 MU min-1 was used for primary testing of the probe. 
RESULTS 
The figure below shows the simulated results obtained for the detector in a vertical orientation 
with the sensitive volume positioned at a depth of 10 cm in water. PTW microDiamond 
𝑘𝑘𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟

𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟 is added to the figure for comparison with field size shown in an equivalent way to 
the measurements [6]. 

 
Figure 1.  𝑘𝑘𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑄𝑄𝑚𝑚𝑚𝑚𝑟𝑟

𝑓𝑓𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐,𝑓𝑓𝑚𝑚𝑚𝑚𝑟𝑟  for the Aerrow-mini as a function of the field size 
A prototype of the Aerrow-mini was successfully built and was used for absorbed dose 
measurements. A total of 9 runs of 60 seconds were done and an average signal of 6.016 μW 
with a relative standard deviation of 0.9 % was obtained. A minimum of 60 seconds of pre and 
post drift was acquired. 
CONCLUSIONS 
The Aerrow was successfully built and a repeatable signal was obtained. The simulation shows 
great potential for a small field use. The future work will be to validate the Monte Carlo 
simulations and fully characterize the probe in fields down to 0.5 × 0.5 cm2. 
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BACKGROUND 

The Dosimetry Group of the National Institute of Standards (NIST) maintains measurement 
standards for air kerma from reference kilovoltage x-ray, 137Cs and 60Co gamma-ray beams. 
These standards are disseminated through users of radiation instruments for medical dosimetry 
and radiation protection applications. Ionization chambers that need to be calibrated in photon 
fields with photon energies ranging from a few tens of keV up to 1.25 MeV benefit from the 
availability of these standards. More recently however a need in radiation protection has 
emerged for calibrating radiation detectors in terms of air kerma for use in megavoltage x-ray-
based inspection systems with energies ranging between 1 MeV and 6 MeV, for which no 
measurement standards are available. Motivated by this need, we built a thick brass wall 
chamber to directly realize air kerma in photon fields with energies up to 6 MeV. 

METHODS 

Fig. 1 shows a picture of the new brass wall spherical chamber placed in a 6 MV x-ray beam 
from the NIST Clinical Linear Accelerator (Clinac). 

 

The air kerma rate is realized directly using this brass wall chamber by evaluating the equation 
below 

 �̇�𝐾 = 𝐼𝐼
𝑄𝑄
𝑊𝑊
𝑓𝑓

 (𝑢𝑢�𝑓𝑓𝑐𝑐)𝑏𝑏𝑐𝑐 �̅�𝑂𝑐𝑐𝑏𝑏  ∏𝑘𝑘𝑐𝑐 (1) 

where I/m is the measured ionization current per unit mass of air in the chamber, W/e is the 
mean energy expended in air to produce an ion pair,  (𝑢𝑢�𝑓𝑓𝑐𝑐)𝑏𝑏𝑐𝑐 is the ratio of the mean mass 
energy-absorption coefficients of air and brass, �̅�𝑂𝑐𝑐𝑏𝑏 is the ratio of the mean stopping powers of 
brass and air and ∏𝑘𝑘𝑐𝑐 is the product of correction factors. Previously published [1,2] methods 
have been used here to evaluate the various factors of the above equation. 

 

Figure 1.  Setup of chamber in the megavoltage x-ray beam  
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RESULTS 

All factors in Equation 1 were evaluated for the newly designed brass wall chamber shown in 
Fig. 1 for realizing both the air kerma rate 𝐾𝐾𝑄𝑄0̇  in the NIST 60Co beam and the air kerma rate 
𝐾𝐾�̇�𝑄, in the NIST Clinac 6 MV x-ray beam. A reasonable agreement was obtained between the 
air kerma rate 𝐾𝐾𝑄𝑄0̇  realized with the brass chamber and the well-established 60Co reference field 
value determined previously [1] with the NIST primary standard graphite wall chambers. This 
agreement serves as a measure of the confidence of the methods utilized for calculating the 
corrections and ratios from Eq. 1 for the brass chamber.  However, not surprisingly, some of 
these corrections are significantly larger than those obtained previously [2] for the graphite 
standard chambers.  Taking these findings into account, the air kerma rate  𝐾𝐾�̇�𝑄, was then 
realized with the brass wall chamber in the NIST Clinac 6 MV x-ray beam for two reference 
conditions and the values obtained were 1 mGy/s and 3 mGy/s. 

The ability to realize the air kerma rate directly in a megavoltage x-ray reference beam with 
quality Q allows determining for any commercial chamber what is defined here as the air kerma 
beam quality conversion factor, kair,Q,Qo where Q0 denotes the 60Co reference beam quality. 
This is the air equivalent of the factor kQ,Qo derived for commercial chambers for absorbed dose 
to water measurements [3]. Experimental values of kair,Q,Qo were obtained for a commercial 
farmer type chamber using a suitable build up cap to ensure charge particle equilibrium 
conditions by evaluating the equation below: 

 𝑘𝑘𝑐𝑐𝑐𝑐𝑄𝑄,𝑄𝑄,𝑄𝑄0 = 𝐾𝐾�̇�𝑄
𝐾𝐾𝑄𝑄0̇

𝐼𝐼𝑄𝑄
𝑐𝑐𝑐𝑐

𝐼𝐼𝑄𝑄0
𝑐𝑐𝑐𝑐  (2) 

Where 𝐾𝐾�̇�𝑄 and 𝐾𝐾𝑄𝑄0̇  are the air kerma rates realized in the reference beams with beam qualities 
Q and Q0 respectively, and 𝐼𝐼𝑄𝑄𝑐𝑐𝑐𝑐 and 𝐼𝐼𝑄𝑄0

𝑐𝑐𝑐𝑐 are the measured ionization currents produced by the 
commercial chamber (cc) in these beams. 

CONCLUSIONS 

The ability to realize the air kerma in photon fields with megavoltage energies using the brass 
wall chamber presented in this work will allow determining experimentally air beam quality 
correction factors 𝑘𝑘𝑐𝑐𝑐𝑐𝑄𝑄,𝑄𝑄,𝑄𝑄0 for various commercial chambers intended for use in megavoltage 
photon fields for radiation protection applications and thus enabling the determination of a 
suitable calibration coefficient for use of such chambers in megavoltage photon beams. 
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BACKGROUND 

The Fricke dosimeter is a water-based (95% by mass) chemical dosimetry system that offers 
the potential of measuring absorbed dose to water in an arbitrary geometry with minimal 
perturbation of the radiation field. The Laboratory of Radiological Sciences (LCR), in Rio de 
Janeiro State University has obtained good results using the Fricke dosimeter as a standard of 
absorbed dose for the high dose rate (HDR) brachytherapy 192Ir sources. In clinical practice 
the measurement of the absorbed dose to water is strictly necessary. However, a dosimetry 
primary standard for the direct measurement of the absorbed dose to water for this particular 
source type is currently not available [1-3].  One of the problems associated with the use of 
192Ir sources is related to its calibration. The complex original emission spectrum of sources, 
associated to the additional contribution of the source walls, make the modeling of its dosimetry 
very difficult [4-5]. The main goal of work is to demonstrate the potential usefulness of the 
Fricke dosimetry technique for the standardization of the quantity absorbed dose in water for 
192Ir HDR clinical sources, using a special vessel developed by the LCR. 

METHODS 

The Fricke solution was prepared using a 1L volumetric flask. First, 22ml of sulfuric acid 98% 
was diluted with 250ml of Mili-Q water.  The PMMA Fricke vessel was constructed to ensure 
that the source of 192Ir is positioned exactly in the center of the circumference. 

Measurements were conducted using a Gamma Med Plus HDR Ir-192 source.  The Treatment 
Planning System was used to determine that the dose to water delivered at the center of the 
Fricke solution in the vessel was of 20 Gy. For the readings, it was used a Varian Cary 50 Bio 
spectrophotometer at 304nm UV light. Absorbed dose to Fricke solution was calculated using 
the equation (1), where the used G-value (radiation chemical yield of the ferric ions) of 192Ir 
was previously calculated by our group [5]: 

  (1) 

Where, ΔOD is the difference between the optical density of irradiated and control solutions; 
L is the optical path length of the cuvette, ρ is the density of the Fricke solution; ε is the molar 
linear absorption coefficient for ferric ions; f is the volume correction factor; pwall is the vessel 
PMMA walls correction factor; Fh and kdd are correction factors to the non-uniformity of the 
dose along X and Z axes. 
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RESULTS 

One disadvantage of the developed vessel is that the dose is measured at 2,6 cm from the 
source, so a factor is required to convert to the standard reference position of 1 cm in water 
from the source. We determined this factor using PENELOPE simulations, and it we obtained 
a value of 7.1932.  The first measurements were done in an international comparison to the 
National Research Council (NCR), Canada, and the results were published at C. Salata et al 
[5]. In Brazil more measurements were done, and results are showed in table 1. 

Table 1.  Dose Rate Calculated at 1cm 

Manufacturer value of the dose rate 254,6 Gy/h 
Obtained Dose Rate  250,5 Gy/h 

 
The difference among the manufacturer and the calculated dose rate obtained with the Fricke 
dosimeter is 1,6%. More measurements need to be done in order to obtain lower uncertainties. 

CONCLUSIONS 

The obtained results are promising, and the Fricke dosimetry showed a good potential to be a 
primary standard for HDR Ir-192 sources. The developed vessel is feasible, and easier to be 
used when compared to previous vessels tested at the LCR. An improved vessel is been tested 
at LCR, the standard reference position of 1 cm in water from the source. We believe that this 
will help us to get better results, as the MC factor used to convert the dose from 2.7 to 1 cm is 
the of great influence at the measurements. 
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BACKGROUND 

Although most free-air chamber corrections are obtained using Monte Carlo (MC) simulation, 
the air attenuation correction, Aatt, is still obtained from measurements due to the large 
uncertainties historically associated with photon cross sections and the estimation of the x-ray 
spectrum. ICRU report 90 suggests using Scofield’s renormalized photoelectric (PE) cross-
sections, σPE,re, may improve the agreement of MC calculations with measurements for low-
energy x-ray beams [1]. This report also points out that from the experimental data in the 
literature, the two most recent high-precision data sets seemingly contradict each other 
regarding the choice of PE photon cross sections for air. Further experimental data for other 
materials are so widely spread that no conclusion can be drawn. From theoretical 
considerations, and the fact that (µen/ρ)air is the relevant quantity for air-kerma calculation, the 
choice should be σPE,re as recommended in CCRI(I) report  17-07 [2]. In light of the existing 
conundrum, national metrology institutes (NMI) maintaining air-kerma primary standards can 
provide further experimental evidence from their measured half-value layer (HVL) and air 
attenuation data for a large range of beam qualities. This high-quality experimental attenuation 
data is readily available for comparison with MC calculations for air, aluminum, and copper. 
An answer to the above question opens the possibility for MC-based FAC attenuation 
corrections, Aatt, provided the existing models for bremsstrahlung and electron impact 
ionization (EII) required for modeling the production of x-ray spectra are accurate enough. 

METHODS 

The experimental setups used at NRC for HVL and Aatt measurements are simulated using the 
EGSnrc [3] application egs_fac. A BEAMnrc simulation of an x-ray tube is used as an x-ray 
beam source for tube potentials between 10 kV and 80 kV and all filter thicknesses covering 
the whole range of beam qualities offered by NRC’s low-energy x-ray calibration service. The 
most accurate physics parameters in this energy range are used except that calculations are 
carried out with the default XCOM unrenormalized photoelectric cross-sections, σPE,un, and the 
newly added compilation of σPE,re from Sabbatucci and Salvat [4] based on a multi-
configuration Dirac-Fock approach (MCDF). The effect on the HVL and Aatt of using either 
default EGSnrc EII cross-sections (IK) or the compilation by Bote and Salvat [5] is also studied 
(Salvat). 

RESULTS 

MC-calculated Aatt values using EGSnrc defaults (XCOM+IK) are larger than measured values 
by up to a 0.75% maximum difference at 80 kV for a 0.25 mm Al filter. This difference 
corresponds to a 25% difference in the air attenuation coefficient. If MCDF is used, the 
calculations are in significantly better agreement. A direct comparison between measured and 
calculated air attenuation values for all 80 kV beam qualities is shown in Figure 1, left panel. 
For filtrations above 0.2 mm Al the agreement is better than 0.2% while for very light filtration, 
where characteristic L-shell lines are present, the agreement with experiment worsens to about 
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0.3%. Consistently, Al HVL values obtained using XCOM+IK differ from measured values by 
as much as 35% at 80 kV (right panel). This maximum difference is reduced to about 20% if 
EII Salvat is used. Using MCDF with either EII cross-section compilation reduces these 
differences drastically to about 5% for EII IK and between -5% and -8% for EII Salvat. 

 
Figure 1.  Comparison of MC-calculations with measurements for low-energy beams using 

different cross-sections options. Left: Evacuated tube air attenuation experiment for an 80 kV 
beam. Right: Ratio of MC-calculated to measured HVL values for a 0.25 mm Al filter. 

CONCLUSIONS 

Renormalized photoelectric cross sections reproduce experimental Al HVL and Aatt data 
significantly better than unrenormalized cross sections. It is not clear which one of the 
considered EII options in EGSnrc gives the best answer since EII IK overestimates and EII 
Salvat underestimates the measured values by about the same amount. These observed 
differences can help establish confidence limits for MC-calculated FAC air attenuation 
corrections. 
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BACKGROUND 

The preferred method of calibration for any radiotherapy treatment facility is to calibrate the 
user’s chamber in the beam that is to be used clinically or at least a beam similar in nature and 
beam structure. For photon treatments, a number of primary standards laboratories have linear 
accelerators which are very similar to those used for treatment thus offer calibrations for 
chambers across a range of beam qualities. This has shown to give a better uncertainty on the 
calibration coefficients of chambers, and hence improved reference dosimetry, than converting 
from a cobalt-60 calibration to linac MV photon energies. 

Proton beam characteristics are even further removed from those of a cobalt-60 beam and yet 
it is common practice in proton reference dosimetry that an ionization chamber is calibrated in 
a cobalt-60 beam and then converted using a protocol such as described in IAEA TRS-398 [1]. 
Consequently, the uncertainties in proton reference dosimetry are larger in comparison with 
photon beams. 

In the past few years, the number of proton centres worldwide has increased dramatically. It is 
no longer the case that ensuring consistency of dose in a single department is the priority but 
ensure consistency and accuracy of dose across all facilities in order to optimize our learning 
from clinical outcomes and maximize the benefits to patients. 

METHODS 

NPL has developed a dedicated primary standard graphite calorimeter for proton beams which 
may be taken into the clinic in order to calibrate user chambers directly. Thereby reducing the 
uncertainty in reference dosimetry of an individual calibration coefficient and ultimately 
reducing the variance in dose delivered between facilities. 

With the introduction of a number of new proton therapy centres in the UK, this primary 
standard will be used as the basis for traceability in the UK. An Institute of Physics and 
Engineering in Medicine (IPEM) working Party are developing a code of practice for the 
dosimetry of proton beams which will utilise the NPL proton calorimeter and it will be 
implemented in all UK departments. Ionisation chamber calibrations will be made in a standard 
test volume which is similar to the actual dose volumes delivered to the tumour. 

RESULTS 

The NPL proton primary standard graphite calorimeter has been developed and tested over a 
number of years. The design is of a nested construction with a core of similar dimensions to 
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that of the sensitive volume of a PTW Roos ionization chamber with four thermistors 
embedded. Surrounding the core are two jackets each containing eight thermistors (figure 1). 

 

Figure 1. (a) NPL proton calorimeter with respective LabVIEW program running. In front of 
the calorimeter, a representation of the different graphite components (left-right: core, front 
and back inner jackets, front and back outer jackets, PCB, mantle lid and mantle base). (b) 

Radiograph of the NPL proton calorimeter which clearly shows the thermistors embedded in 
the core and inner jackets and the connections to the radial PCB. 

The thermistors can be used to measure temperature or used as heaters. This allows the 
calorimeter to be operated in two different modes. Quasi-adiabatic - where the temperature of 
the core is allowed to increase when radiation is switched on. Isothermal - where the 
temperature of the calorimeter is maintained through control of the heater powers. In this mode 
when radiation is switched on the heater powers are reduced to maintain a constant temperature 
in the core. The energy deposited in the calorimeter is then calculated from the reduction in the 
heater power. Both methods have been successfully used in clinical proton beams. 

CONCLUSIONS 

NPL have built a robust and rugged primary standard calorimeter which is designed for use in 
clinical proton beams. Measurements have shown that the dose derived using this method is 
consistent and within the uncertainty of measurements when compared to the dose derived 
using the IAEA TRS 398 [1] protocol but with improved uncertainty on reference dosimetry. 
The implementation of this new primary standard will be through the implementation of the 
forthcoming IPEM UK code of practice for proton dosimetry. 
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BACKGROUND 

The writing of the first edition of the IAEA TRS-398 Code of Practice [1] was completed in 
the mid-1990s. A number of developments have taken place since that date, or will be 
implemented in the near future, that justify the need for updating the Code of Practice. This 
work presents the current status and the most important aspects of the update. 

METHODS 

A core group was formed in 2016 with the authors of this presentation, having the task of re-
writing relevant pieces of text, coordinating the calculations and measurements of data by four 
international working groups, and analysing their results to produce a consensus set of data for 
the different radiation modalities. 

The more relevant aspects considered in the update were: 

i. The feedback received from users after years of application of TRS 398 in clinical 
practice is taken into account. 

ii. The availability of new ionization chambers, requiring data for their clinical 
application. 

iii. The implementation of new radiotherapy technologies, mostly related to megavoltage 
photon beams, protons and heavier ions, whose reference dosimetry requires guidance 
and data for end users. 

iv. The ICRU Report 90 on key data for radiation dosimetry [2] recommending new values 
for the most relevant fundamental quantities and corrections. The impact of the new 
data on ionization chamber calibrations by standards laboratories and on beam quality 
correction factors for the different radiation modalities needs to be taken into account. 

v. The Monte Carlo (MC) simulation of radiation transport has become a widely used 
technique for the accurate calculation of dosimetric quantities for all beam types, 
superseding many of the approximations used to determine the data in TRS-398. 

vi. In the dosimetry of kV x rays, not only the previsions of TRS-398 for the availability 
of ND,w calibrations for these beams have not become a reality, but also there were no 
specific data recommended to users. 
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RELEVANT ASPECTS AND STATUS OF THE UPDATE 

After almost 20 years of practical use of TRS-398, no major objections have been raised by 
feedback from users. Items of apparent difficulty have been the cross-calibration of ionization 
chambers and the concept of an intermediate beam quality Qint, which have been re-written in 
an attempt to simplify further their understanding. 

A number of new ionization chambers have become commercially available that require kQ 
data for their use according to the recommendations of TRS-398. This requires an update of 
the list of chamber characteristics, some of them being already relatively old or even no longer 
available. Additionally, an exhaustive recent experimental study by McEwen [3] has revealed 
that not all chambers originally listed can be considered “reference class chambers”. These 
aspects have motivated a number of small but significant changes in the implementation 
chapter with regard to the cylindrical, plane-parallel and low-energy x-ray chamber 
specification, calibrations, etc. 

ICRU-90 key data 

The ICRU Report 90 on key data for measurement standards in radiation dosimetry [2] has 
reviewed the quantities and correction factors that play a fundamental role in dosimetry, 
estimated the uncertainties of key data and analysed the implications of the new recommended 
data on measurements and calculations. The new data has been endorsed by the CCRI [4] and 
will successively be implemented in standards laboratories for the calibration of ionization 
chambers. 

ICRU-90 includes values of fundamental quantities entering into the determination of stopping 
powers for light and heavy charged particles. It provides recommendations for the mean 
excitation energy, the I-value, of air (85.7 eV), graphite (81 eV) and water (78 eV), and for the 
graphite mass density to use when evaluating the density effect (2.265 g cm-3) in the mass 
electronic stopping power. These quantities yield new stopping power values for electrons and 
positrons, protons and light ions (alpha particles and carbon ions) and, indirectly, also change 
the average energy required to produce an ion pair for protons and carbon ions. The 
recommended values for Wair are 33.97 eV for electrons (which is constant above about 
10 keV) and 34.44 eV for protons; for carbon ions the value is subject to the same increase as 
for protons (0.6 %, assuming negligible perturbation correction factors for the chambers used 
in its determination), i.e. the resulting Wair is estimated to be 34.71 eV. 

The state of the art and current trends regarding photon cross sections and mass energy-
absorption values and ratios are analysed in detail, but no specific data were recommended in 
ICRU-90 due to specific issues related to the photoelectric and Compton effects, where various 
options were available. Other key data, such as the heat defect of liquid water and the radiation 
chemical yield for the Fricke dosimeter, and the correction to account for the charge of the 
initial electrons set in motion by low-energy photons, have also been reviewed. 

The impact of the new data on measurement standards, and therefore on ionization chamber 
calibrations by standards laboratories, varies depending on the radiation modality and type of 
standard used. The changes are up to about 0.8 % for air-kerma standards for kV x-ray and 
60Co beams (also for some brachytherapy sources, e.g. 192Ir). A similar change could have been 
expected for the ionometric absorbed dose to water standard for 60Co at the BIPM, but the 
implementation of the new data is assessed in the context of known changes to other correction 
factors resulting in a change of only 0.1 %. For graphite-calorimetry standards there are only 
small changes, mostly associated with the transfer methods used for converting dose in graphite 
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to dose in water, which depends on the particular standard at each laboratory. No changes occur 
for water calorimetry. 

The updated TRS-398 dosimetric data (e.g. kQ values) are still under development. They are 
based on the ICRU-90 stopping power values for graphite, water and air, whereas data from 
previous ICRU Reports are used for other materials. For photons, the adopted values are those 
based on photoelectric renormalized cross sections for all materials. 

Megavoltage photon beams 

There have been significant linac-technology developments since the first edition of TRS-398 
and among them flattening-filter free (FFF) photon beams have become widely used. Their 
reference dosimetry (for 10 cm × 10 cm fields) has therefore been included in the update, 
keeping consistency with the recommendations in TRS-483. Special linacs such as 
CyberKnife, MR-linacs etc, are however not included because either their use is rather limited 
or those delivering small fields are treated in detail in TRS-483. 

The highest energy limit has been limited to 25 MeV and TPR20,10 values between 0.6 and 0.8, 
these being considered to be the most widely used range in the clinic. 

For the reference dosimetry of FFF beams an additional chamber-reading correction kvol has 
been introduced to account for the volume averaging effect whenever the beam profile across 
the detector is not homogeneous. The correction is discussed in detail in the update along with 
the correction recommended in TRS-483. Note that the correction to the chamber reading has 
been preferred to the alternative of providing different kQ values for FFF and conventional 
(with flattening filter, WFF) photon beams. 

The first edition of TRS-398 included recommendations for the dosimetry of radiotherapy 
beams in non-standard conditions, i.e. for beam dimensions different from 10 cm × 10 cm. 
Recent developments, particularly for the dosimetry of small MV fields (see IAEA TRS-483 
[5]), are linked to the present update to provide a consistent framework for these conditions. 

High-energy electron beams 

No substantial changes other than new kQ data are foreseen for electron beams, whose upper 
energy limit is taken to be 25 MeV. 

It is recognised that the effort required to implement reference electron dosimetry is significant 
and therefore the procedures will be rationalised, where consistent with the desired overall 
accuracy. 

Despite the perceived simplicity of solid phantoms, the potential errors that can be introduced 
mean that there is an increased emphasis on the recommendation for not using plastic phantoms 
in the reference dosimetry of electron beams. 

Proton and heavier ion beams 

A significant technology change has taken place for proton and light ion beams in which the 
use of monoenergetic scanning beams using different techniques has become of common use. 
This is in contrast with the technology existing 20 years ago, when passively scattered beams 
were practically the only option available for protons; except for a minor footnote, the first 
edition of TRS-398 did not consider the dosimetry of monoenergetic proton beams. 
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The updated edition of the Code of Practice provides guidance and data for the determination 
of absorbed dose to water for both types of proton and light-ion beam delivery systems 
available in the clinic: broad-beam delivery systems using scattered or uniformly scanned 
beams and for pencil beam scanning systems using intensity-modulated scanned beams. 

Additionally, it has been observed that the two-voltage technique for the recombination 
correction in ionization chambers can lead to significant errors and alternative methods have 
been proposed. The recommended correction procedures account for the beam behavior with 
respect to recombination, either as a continuous or as a pulsed beam. 

These two major aspects, together with improved kQ values, form the basis of the changes made 
for these radiation modalities. 

Kilovoltage x-ray beams 

For the dosimetry of low- and medium-energy kV x rays, not only the previsions of TRS-398 
for the ready availability of ND,w calibrations for these beams have not become a reality, but 
also there were no specific data recommended. 

For the metrology standards, it has been realized that ND,w calibrations for low-energy x rays 
are based on air-kerma standards and NK is converted into ND,w. In the case of medium-energies, 
some laboratories have developed absorbed dose to water standards, but it will take time to 
achieve their widespread clinical implementation. Hence, air kerma still is the most frequently 
used calibration modality and the present update incorporates its use as well as ND,w 
calibrations. It should be emphasized that this is not a step backwards, as for example most of 
the brachytherapy source calibrations worldwide are also based on air-kerma standards, and so 
are all the dosimetry procedures for radiation protection and radiodiagnostic and interventional 
radiology applications. The continued role and importance of air-kerma calibrations should 
therefore not be underestimated. 

Considering that a major change in the new ICRU-90 data is due to cross sections and 
coefficients for the photoelectric effect, a revision of the dosimetric data available for x-ray 
beams in previous dosimetry protocols was deemed necessary. New values of backscatter 
coefficients and ratios of mass energy-absorption coefficients water/air (free-in-air and at 2 cm 
depth in water) have been calculated [6] that emphasize the importance of specifying x-ray 
beam qualities in terms of both kV and HVL. The use of old or new key data, or of old and 
modern MC codes, does not play an important role in the sometimes major changes that have 
been observed in dosimetric data for different field sizes and distances when both kV and HVL 
are taken into account. A large database of the relevant dosimetric data has been developed that 
will be accessible through an IAEA web page. 

A modified formalism is included for kV x rays that considers NK and ND,w calibration routes 
for low and medium energies. It emphasizes the role, particularly for low energies, of the field 
sizes and SSDs used for chamber calibration and the subsequent use under different ‘geometry’ 
conditions, accounting for the large dependence on field size of backscatter factors and, to a 
lesser extent, of ratios of mass energy-absorption coefficients water/air at 2 cm depth in water. 

Determination of kQ factors 

The first edition of TRS-398 included a robust recommendation for using experimental values 
of beam quality correction factors. When such data were not available, kQ values were derived 
using Bragg-Gray theory, where stopping-power ratios were calculated using MC simulations 
based on data from previous ICRU reports and chamber perturbation correction factors derived 
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from experiment, from MC or other calculations, or in some cases taken to be unity. In the last 
two decades, advanced MC techniques have been developed that enable the detailed simulation 
of ionization chambers and radiation sources with great efficiency. MC has become a widely 
used technique for the accurate calculation of dosimetric quantities for all beam types, 
superseding many of the approximations previously made. The cross sections and coefficients 
in the most commonly used MC systems have been updated following ICRU Report~90. 

Using the ratio of MC-calculated absorbed doses in the chamber cavity and the dose to a point 
in water, values of kQ for a large number of ionization chambers irradiated by 60Co, high-energy 
photon, electron, proton and heavier ion beams are being calculated. For some chamber types, 
values of kQ for photon and electron beams have also been obtained experimentally in standards 
laboratories, generally by water or graphite calorimetry. The resulting MC and experimental 
sets of beam quality factors for each chamber will be combined statistically to obtain consensus 
mean values and estimates of their relative standard uncertainty. 

The MC calculations have been carried out by different groups worldwide using different MC 
systems. Detailed ionization chamber geometries were provided by the respective 
manufacturers to these groups, which using different radiation sources (published spectra or 
detailed phase-space files calculated for the various generators) have in all cases obtained 
values with type–A uncertainties of the order of 0.1 % or lower. Details on the calculations by 
the different groups will be given in an IAEA publication. To verify the homogeneity of the 
different calculations, all the MC groups were requested to carry out the specific simulation of 
a NE-2571 ionization chamber in megavoltage photon beams. The goal was to establish the 
degree of variation of the kQ values due to the implementation of the chamber geometry and 
the MC transport parameters used by each group. The results of this exercise are shown in 
Figure 1 which also includes experimental data measured at PSDLs for this chamber type. 

 

Figure 1. Values of kQ for megavoltage photon beams obtained from Monte Carlo 
calculations by different groups (open circles) and measured at PSDLs (filled circles) for the 
NE-2571 ionization chamber type. The solid line is a fit to the data and the dashed lines are 

the 95 % confidence limits of the fit. 
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So far, the resulting kQ data do not differ substantially from those given for chambers in the 
first edition of TRS-398, being generally within the uncertainties stated in that report, but the 
present data update is justified because of the increased confidence in the new data, to maintain 
consistency with the data used for measurement standards and to incorporate data for the new 
ionization chambers made available since the publication of the first edition. 

CONCLUSIONS 

Based on developments during the last two decades, the IAEA TRS-398 Code of Practice is 
being updated to incorporate changes in data, technology and numerical procedures. It is 
expected that the updated version will contribute to the harmonization and accuracy of 
radiotherapy beam calibrations based on a systematic and internationally unified approach. 
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BACKGROUND 

The evaluation of biological risks, associated to the internal administration of diagnostic 
radiopharmaceutical, lies in the calculation of the mean absorbed dose to target organs [1]. This 
conventional dosimetric method assumes an uniform distribution of radioactivity and absorbed 
dose within organs. Following this approach, dosimetry assessment is a prerequisite for any 
clinical use of a radiopharmaceutical. The absorbed dose remains within very low values, 
because of the short residence time of radiotracers in biological tissues, the injected activity 
(less than 740 MBq), and the energy emitted per nuclear transition, which makes them suitable 
for human use. No adverse radiation effect on target organs has been described, provided that 
safety limits are not trespassed and that elementary precautions are taken. 

Most radionuclides used for diagnostic imaging emit also Auger electrons (99mTc, 123I, 111In, 
67Ga, and 201Tl). Their very short range in biological tissues may be responsible for dose 
heterogeneity at the cellular level and may have radiobiological consequences. 

This paper describes the dosimetry models to calculate the mean dose absorbed by the cell 
nucleus from Auger radionuclides and outlines the biological implications of subcellular 
localization of such electron emitters. 

PHYSICAL ASPECTS 

Radionuclides used in nuclear medicine emit diagnostically useful photons (99mTc, 123I, 111In, 
67Ga, and 201Tl). These emissions have a very wide area of action in relation to the size of 
human cells. As a result, conventional dosimetry is suitable for these radiations. These 
radionuclides emit not only photons but also mono-energetic electrons (internal conversion and 
Auger). Some of them (mainly Auger electrons) have very low energy from about ten keVs to 
less than one keV. The significance of these electrons in the dosimetry is generally neglected, 
largely because the energy deposited in tissue is usually small compared to the total energy 
emitted. In case of 99mTc, the total energy released per decay is 142.6 keV with only 0.63% 
coming from Auger electrons. The very low energy, and then, short range in biological material 
(several micrometers and below) may lead to dose heterogeneity at the cellular level and the 
local energy deposited may become very important when calculating the dose delivered to 
small volumes, as cell components (i. e. cell-level dosimetry). 

The MIRD schema is the current manner to compute dosimetric data [1]. The utility of this 
formalism lies in its simplicity and generality. No assumption is made regarding the 
composition, geometry and dimensions of the source and the target. This model has been 
mainly used for organs and tumor, but it may also be used for smallest objects, as subcellular 
components. 

In the aim to make dosimetry calculations for electron emissions at the cell-level and for the 
radionuclides used in diagnostic imaging, several authors have provided S-values, 
corresponding to the mean dose per unit of cumulated activity, according to the MIRD 
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formalism, with cells or subcellular compartments as target and source volumes. These values 
have been published by the MIRD committee [2]. In these models, the absorbed dose to a given 
cell or cell nucleus was considered as the contribution of two terms: the self-dose, which results 
from the radionuclide localized in the cell itself, and the cross-dose, which comes from 
radiations emanating from all the other cells of the tissue. The self-dose occurs alone when 
considering an isolated cell, as the cross-dose is needed for a multicellular model. Several 
subcellular distribution of radioactivity were simulated (cell nucleus, cytoplasm, cell 
membrane or throughout the entire cell). The cells were supposed to be concentric spheres or 
ellipsoids of unit-density matter. In case of cross-dose contribution, closed packed cubic or 
hexagonal compact cells arrangements were simulated [3]. Models assumed the same amount 
of radioactivity on every cell or heterogeneous uptake. 

Several results may be expressed from computed simulations. As an example, cellular-to-
conventional electron dose ratio delivered to the cell nucleus are given in Table 1 for five 
diagnostic radionuclides. In case of a same amount of radioactivity per cell, conventional 
electron dosimetry slightly overestimates the dose absorbed by the target cell nucleus, in case 
of cytoplasmic or cell membrane distribution of radioactivity. As a first approach, conventional 
dosimetry gives a good estimate of the mean dose delivered to the cell nucleus. In contrast, 
conventional electron dosimetry may strongly underestimate the mean absorbed dose to the 
target cell nucleus when the radioactivity is located in the nucleus. Then, dosimetric evaluation 
must be performed at the cellular level. This result extends to heterogeneous uptake between 
cells. 

Table 1. Cellular-to-conventional electron dose ratio at the cell nucleus for several 
subcellular distributions of radioactivity, a nuclear radius of 4 µm and a cell radius of 12 µm 

(from Faraggi et al. [3]). 

Radionuclide Cell nucleus Cytoplasm Cell membrane 
99mTc 6.77 0.85 0.82 
123I 7.40 0.86 0.74 
111In 5.79 0.89 0.80 
67Ga 7.28 0.86 0.81 
201Tl 11.7 0.73 0.61 

 

BIOLOGICAL ASPECTS 

Several techniques exist to determine the biodistribution of a radiopharmaceutical, such as 
secondary ion mass spectrometry, autoradiography and subcellular fractionation. The 
autoradiographic methods need a sufficient spatial resolution to determine the location of 
radioactivity at the subcellular level. The principle of subcellular fractionation is to separate 
homogenized cell fragments by centrifugation. Then, the location of the tracer is determined 
by assaying the different fractions for radioactivity. This technique provides only an average 
global repartition of the radioactivity between subcellular compartments, but not individual 
values for the different cells. 

It is common for a radiopharmaceutical to have an intracellular uptake, preferably in one cell 
compartment, with a very heterogeneous amount of radioactivity per cell. For example, during 
hepatic scintigraphy with 99mTc macroaggregated albumin (MAA), the tracer uptake takes 
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place in Kupffer cells at the detriment of hepatocytes [4]. During the process of in-vitro 

labelling of lymphocytes with 
99m

Tc-HMPAO, it was shown very different amount of 
radioactivity from one lymphocyte to another, with a mean dose to lymphocytes of 8 Gy in 
clinical conditions for infectious foci diagnosis (i. e. 320 MBq for 60 ml of blood) [5]. 
Lymphocytes viability was reduced as compared with unlabeled cells, but some lymphocytes 
were not dead according to the radiobiological definition. Three groups of cells may be defined: 
Group 1, cells receiving a high dose and are then prone to dying; Group 3, cells that have a low 
probability of developing cancer transformation; Group 2, cells with an intermediate dose that 
may have a high probability to survive and a certain probability of malignant transformation. 
This group might at least in theory be at risk of future cancer. 

Biological effects of Auger emitters have been extensively investigated with both in-vitro and 
in-vivo experimental models. Most of them were performed with iodine 125, and several 
reviews were published on this topic (e. g. [6]). This Auger emitter has been widely studied by 
virtue of the high number of Auger electrons emitted per nuclear transition (25), and its half-
life. Most of the results found with this radionuclide may be applied to others Auger emitters 
as radionuclides used in diagnostic imaging. Radiobiological studies have shown that when 
Auger emitters are localized outside the cell nucleus, the biological effects are characteristic of 
low linear energy transfer (LET) radiations. Cell survival curves have an initial shoulder. The 
relative biological effectiveness (RBE) is close to one in comparison to external X-ray. In 
contrast, Auger emitters directly incorporated into the DNA of mammalian cells give survival 
curves similar to those of high-LET radiations. These curves are characterized by the lack of a 
shoulder and a high RBE in comparison to X-rays of 7.9 for 125I [7], while an upper limit of 
1.5 of the RBE value was estimated for 99mTc, when all the nuclide is bound to DNA [8]. Due 
to the high value of RBE when the radionuclide has an intra-nucleus location, these Auger 
electron emitters have been proposed for targeted radiotherapy [9]. 

CONCLUSIONS 

For radionuclides used in diagnostic nuclear medicine, conventional dosimetry is generally 
used to estimate the associated radiation risk in an organ. Only an average dose is obtained. 
This method is widely available and the results are generally acceptable. However, these 
radionuclides also emit very low-energy Auger electrons that can have a very different 
radiobiological effect from that expected by conventional dosimetry, with very large absorbed 
dose heterogeneities at the cellular level. This occurs when the radiopharmaceutical is 
internalized in the cell nucleus or when the radioactive concentration is very different from one 
cell to another. In these cases, cell-level dosimetry is necessary. 
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BACKGROUND 

The aim of the EMPIR funded MRTDosimetry project (June 2016 – May 2019) [1] is to provide 
the metrology needed for the clinical implementation of absorbed dose calculations in 
Molecular Radiotherapy (MRT). The project builds on the results and outputs from the 
preceding EMRP JRP HLT11 MetroMRT, which took the first steps towards the provision of 
data, methods, protocols and guidance for MRT dosimetry [2], in collaboration with many 
European hospitals as well as radiopharmaceutical companies and camera manufacturers. The 
focus of this follow-on project is “clinical implementation” and it is strongly directed by the 
involvement of leading hospitals across Europe as well as building on metrology expertise. 

METHODS 

The specific objectives of this project are: 

1. To determine branching ratios and emission probabilities for 90Y and 166Ho to enable 
improved quantitative imaging (QI) and absorbed dose calculation for these 
radionuclides. 
 

2. To exploit new technologies for the development of a transfer instrument optimised for 
measurements of the activity of MRT agents in clinics and radiopharmaceutical 
companies. 
 

3. To develop 3D printed quasi-realistic anthropomorphic phantoms containing 
compartments fillable radioactive solutions or sealed radioactive test sources. 
 

4. To develop a protocol for traceable calibration of QI using Single Photon Emission 
Computed Tomography (SPECT) for 177Lu and 131I, and Positron Emission 
Tomography (PET) for 90Y, validated by a multi-site comparison exercise using quasi-
realistic anthropomorphic 3D printed phantoms. 
 

5. To generate multimodal images from SPECT phantom measurements and Monte Carlo 
(MC) simulations to provide material for an open-access database of reference images 
to be used as reference data for commissioning and Quality Control of SPECT-CT QI. 
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6. To improve the accuracy and metrological traceability in the calculation of absorbed 
dose from time-sequences of QI measurements by optimisation of the time points, 
choice of measurement modality (imaging or non-imaging), refinement of absorbed 
dose standards, and validation of available absorbed dose calculation methods. 
 

7. To determine uncertainties in relation to the full MRT absorbed dose measurement 
chain from a primary standard to a range of commercial and non-commercial dosimetry 
calculation platforms as part of a multi-site dosimetry comparison exercise. 

RESULTS 

Highlights from the project will be presented [3-7] with a focus on the results of two pan-
European SPECT QI and dosimetry calculation comparisons. The potential for clinical 
translation of the project outcomes will be highlighted and new guidance documents will be 
presented. 

CONCLUSIONS 

The MRTDosimetry project has demonstrated that traceable dosimetry for MRT can be 
implemented in a clinical context. The key to the long-term success of this project will be to 
ensure that the methods and tools developed are taken up world-wide by the MRT community. 
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BACKGROUND 

Targeted alpha therapy (TAT), where alpha emitters are used for internal radiotherapy, is a 
rapidly expanding field with a promise, if successful, to cure disseminated cancers. A sense of 
urgency to develop new alpha-emitting compounds is therefore shared by both industry and 
academia. The first generation of TAT (223Ra; Xofigo) is not targeted towards the tumor cells 
but incorporates in remodeling bone due to its chemical similarity to calcium. This approved 
drug does not offer cure [1] but has served to introduce the concept into the clinic. 

For a next generation TAT, various combinations of targeting vectors and alpha-emitters 211At 
[2], 212Pb [3], and 213Bi [4,5] have been evaluated in completed clinical phase I trials. However, 
alpha-particle-emitting radionuclides are also delivered as targeted alpha therapy to patients 
outside the scope of controlled clinical trials and without any type of optimization or radiation 
dosimetry being performed. As an example, the recent international meeting (TAT11; Ottawa; 
April 2019), informed that 225Ac-PSMA617 has now been used for ~800 therapeutic 
applications in >300 patients, all delivered as an experimental therapy for compassionate use 
[6,7]. 

As with any other type of radiation therapy, dosimetry can and should guide optimizations also 
of novel alpha-particle therapies and thereby also fulfil the requirements set up by new 
regulations for patient-specific dosimetry. In addition to tumor, normal-tissue irradiation must 
also be considered. The dosage of the radiopharmaceutical must therefore be properly 
balanced, and should be based on individual, i.e. patient-specific, dosimetric calculations. This 
requires quantification of radionuclide content in various organs and tissues over time. For 
alpha-emitters this is particularly challenging since their distribution within organs are rarely 
or never homogeneous. To account for likely inhomogeneity, that affect the dose distribution, 
the radionuclide distribution needs to be determined on a scale of the same order as the range 
of the emitted alpha-particles in matter, i.e. <100 µm. 

The ultimate goal for alpha-particle dosimetry is, therefore, to link true microscopic 3D dose 
distributions to biological effect on both tumor and healthy tissues. Current lack of such data 
for patients is an obstacle for a wider clinical use of alpha-emitting radionuclide therapies. 
While the accuracy of today’s alpha-particle dosimetry is nowhere near that of external-beam 
radiation therapy, some estimates of dose can always be derived by using relatively simple 
equipment and computer modelling. 

METHODS 

Attempts to provide clinical alpha-particle dosimetry have included the full range from 
measuring whole-body retention using simple probes to microdosimetry on individual cells 
imaged by quantitative alpha-cameras. Typically for radiopharmaceuticals, distribution is 
determined by gamma-camera scintigraphy. For alpha emitters, however, the abundance of 
gammas or characteristic X-rays suitable for gamma-camera imaging are typically low. Any 
scintigraphy must therefore be complemented with tissue sampling. This can include blood, 
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urine and feces. For intraperitoneal (i.p.) therapy, sampling i.p. liquid can provide additional 
information on the biokinetics needed for proper dosimetry. If possible, biopsies can be 
analyzed ex vivo for uptake and microdistribution. 

As an example, a retrospective dosimetric study has previously been presented [8] for patients 
treated intraperitoneally with 211At-MX35 F(ab’)2. Mean absorbed doses to normal tissues were 
calculated from single photon emission computed tomography/computed tomography 
(SPECT/CT) images. In addition, blood, urine and and i.p. fluid were measured for activity. 
Extrapolation of pre-clinical biodistribution data combined with clinical blood activity data 
allowed an estimate of absorbed doses in additional tissues. 

Disseminated tumors are often too small to be imaged. Dose to various micrometastases can, 
however, be estimated by modelling uptake and release of targeted alphas on single cancer 
cells and small cell clusters [9]. 

RESULTS 

For the example of patients treated intraperitoneally with 211At-MX35 F(ab’)2, relatively high 
absorbed doses (approximately 10 Gy) were calculated for microtumors with diameters up to 
~200 µm [10]. For the normal organs, the urinary bladder, thyroid, and kidneys received the 
highest absorbed dose. All organ doses were less than 10% of the estimated tolerance dose. 

CONCLUSIONS 

Dosimetry can and should be used to predict therapeutic effect, but also for estimating possible 
risks. Such benefit/risk estimates can then be used to further optimize the various alpha-particle 
therapies that are now being introduced in the clinic. 
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BACKGROUND 

Radiopharmaceutical therapy should follow patient-specific planning protocols [1]. Internal 
dosimetry based on multimodal SPECT/CT images will produce more accurate dose estimates 
compared to the planar approach become useful for personalized treatment planning in clinical 
applications of radiopharmaceutical radiotherapy [2, 3]. In this contribution are presented 
methods for adaptive biological treatment planning based on the linear-quadratic (LQ) model 
adapted to radiopharmaceutical radiotherapy. The treatment prescriptions are validated using 
the spatial distribution of Biologically Effective Dose (BED) for calculation of the distribution 
parameters mean BED, Uniform Biologically Effective Dose (EUBED) for Organs at Risk 
(OARs) and tumors. Biological planning was simulated for several conditions for Lu-177 
peptide therapy based on real patient data. Inter-patient variations and influence of random 
errors on dose estimations are also included. Some of these results are developed under IAEA 
CRP E2.30.05. 

METHODS 

The input prescription data are: the injected activity per cycle (Ainj), the number of cycles (n) 
and the time interval between cycles (τ). The internal dose information could be provided as: 
dose-volume histogram (DVH) or dose rate profiles. Dose rate profiles in kidneys, spleen, bone 
marrow (BM), whole body (WB) and tumors were modeled as multiexponential functions. The 
figure 1 shows the flux diagram for iso-effective planning. Two stop-criteria were 
implemented: (a) BEDs limits for OARs, or (b) BEDs in tumor(s) indicate that control could 
be reached without overcome the limits for OARs. In order to evaluate the effect of random 
errors in dose estimation, bootstrapping sampling [4] was implemented where sets of dose rate 
profiles or DVH will be randomly generated.  

 
Figure 1.  Diagram for iso-effective adaptive biological planning in molecular radiotherapy. 
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Two approach were used: (a) a mean dose rate profile or DVH for each OAR and tumor(s) 
were calculated, or (b) the process is repeated for each one. For tumors, the analysis was also 
done by grouping all tumors in a “single” volume of interest (VoI). The inter-patient variation 
of radiobiological data was considered by random sampling of alpha/beta values in the interval 
mean +/- standard deviation. The calculations are repeated for each simulated value.  

RESULTS 

In general, the main goal will be scaling up the total injected activity (injected activity per cycle 
x number of cycles). Criteria for plan evaluation and acceptance were incorporated based on 
iso-effective calculation for dose constraints in OARs and tumor control reference. If the 
interval between administration is too long dose accumulation will not be produced and the 
total effect after n cycles could be calculated as the summation overall partial effect (pE). Iso-
effective relationships based on BED-like magnitude were obtained by solving: 

𝑛𝑛𝑅𝑅𝑅𝑅𝐹𝐹 × 𝑝𝑝𝑝𝑝𝑅𝑅𝑅𝑅𝐹𝐹�𝐴𝐴𝑐𝑐𝑐𝑐𝑖𝑖,𝑅𝑅𝑅𝑅𝐹𝐹 ,𝐷𝐷𝑇𝑇,𝑅𝑅𝑅𝑅𝐹𝐹� − 𝐾𝐾𝑝𝑝𝑄𝑄𝑝𝑝𝑐𝑐(𝑛𝑛𝑅𝑅𝑅𝑅𝐹𝐹 − 1)𝜏𝜏𝑅𝑅𝑅𝑅𝐹𝐹 = 𝑛𝑛𝑐𝑐𝑓𝑓𝑤𝑤 × 𝑝𝑝𝑝𝑝𝑐𝑐𝑓𝑓𝑤𝑤�𝐴𝐴𝑐𝑐𝑐𝑐𝑖𝑖,𝑐𝑐𝑓𝑓𝑤𝑤 ,𝐷𝐷𝑇𝑇,𝑐𝑐𝑓𝑓𝑤𝑤� − 𝐾𝐾𝑝𝑝𝑄𝑄𝑝𝑝𝑐𝑐(𝑛𝑛𝑐𝑐𝑓𝑓𝑤𝑤 − 1)𝜏𝜏𝑐𝑐𝑓𝑓𝑤𝑤  (1) 

where pEk means the partial BED or EUBED reached in each cycle, Kprol(nk-1)τk represents 
the loss in irradiation effect due to cell proliferation. The equation (1) could be used even for 
dose rate profiles or DVHs for OARs and tumor(s). The solutions of equation (1) let perform 
personalized treatment planning by determining an optimal prescription scheme (n,Ainj,τ) or 
making adjustments during the course of the therapy considering the previous cycles (adaptive 
personalized planning). If spatial dose distribution in tumor (or dose rate profile) changes 
during the course of therapy (Figure 1) adaptive modification could be done. Inclusion of 
bootstrapping techniques for simulation of random error influence on dose estimation and the 
inter-patient variation of radiobiological parameters will produce flatter iso-effective profiles 
in comparison when constant parameters are used. The options for grouping several tumors in 
a “single volume” could help in the planning process in those cases where poor definition of 
tumors volume, or high-spread disease is observed. The formulation could be also used to 
compare different therapeutic schemes: dosing schemes, number of cycles, etc., or therapies 
with different radiopharmaceuticals or combined radiotherapy schemes. 

CONCLUSIONS 

The adaptive iso-effective biological planning could be used to establish personalized 
prescriptions (n, Ainj, τ) and also changing some of these parameters during the course of 
treatment. Bootstrapping techniques could be used to consider the influence random error on 
dose estimations and inter-patient variation of LQ parameters making predictions closer to real 
situations.  
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BACKGROUND 

Administration of 131-I is a well-established technique for the treatment of thyroid disease [1]. 
Typical regimens used for Grave’s disease (hyperthyroidism) have included low activities 
(80MBq), various fixed activities (185MBq, 370MBq, and 555MBq) and doses calculated on 
the basis of thyroid size, uptake of radioiodine and turnover of 131I [2,3]. A range of activities 
between 3.7 GBq and 5.5 GBq [4] is typically administered for papillary and follicular thyroid 
carcinoma for ablation of thyroid remnants and for treatment of persistent or recurrent disease. 
Radioactive 131I has been used to treat thyroid disease for more than six decades because it is 
clinically effective, safe, and cost effective in comparison with the therapeutic alternatives. 
Despite its widespread use, there remain many controversies surrounding use of radioiodine, 
including how clinicians should determine the optimal dose. Although internal radionuclide 
radiation dosimetry has been applied for many years, it continues to be a topic of discussion, 
due to uncertainties in thyroid uptake, biological half-life and thyroid mass [4,5].  

METHODS 

Traino et al., presented mathematical model which describes the thyroid mass reduction after 
the end of the clearance phase of 131I from the thyroid [6]. While this model incorporates a 
prediction of mass variation following the treatment, it actually considers volume variation 
with treatment which is based on the assumption that the thyroid mass density remains 
constantly 1g/cm3 and ignores the possibility that this density may also be changing.  

Traino et al. concluded their study by presenting an equation for calculation of final thyroid 
mass in patients with Grave’s disease, assuming that thyroid tissue density is 1𝑔𝑔/𝑐𝑐𝑚𝑚3 : 

𝑚𝑚𝑓𝑓𝑐𝑐𝑐𝑐 = 𝑚𝑚0𝑒𝑒𝑒𝑒𝑝𝑝�−𝛼𝛼
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In this paper we analyze the data available regarding the treatment of 37 patients published by 
Traino et al., using the same mathematical model for the reduction of Grave’s disease patients 
after 131I therapy to calculate final thyroid mass. However, unlike to other authors, we also 
consider the effect of actual mass density on the dose received by a thyroid as this has 
ramifications for the final dosimetric uncertainty. On this basis we then optimize the parameters 
in the mathematical model predicting the smallest deviation between the measured and 
calculated volume of a Grave’s diseased thyroid. Two approaches were followed.  

1. First premise is that the mass density is not changing during the treatment of Grave’s 
diseased thyroid with 131I, but it is different from 1 g/cm3: 𝜌𝜌0 = 𝜌𝜌𝑓𝑓𝑐𝑐𝑐𝑐 ≠ 1𝑔𝑔/𝑐𝑐𝑚𝑚3. 
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2. Second premise is that the mass density is changing during the treatment of Grave’s 
diseased thyroid with 131I: 𝜌𝜌0 ≠ 𝜌𝜌𝑓𝑓𝑐𝑐𝑐𝑐 . 

RESULTS 

The results derived from both approaches don’t significantly differ and demonstrate the 
possibility of obtaining better results with less uncertainty if we take in to account the mass 
density of thyroid tissue. While it is obvious that our results are not a real physical mass density, 
as mass density of 𝜌𝜌0 = 0.28𝑔𝑔/𝑐𝑐𝑚𝑚3 and 𝜌𝜌𝑓𝑓𝑐𝑐𝑐𝑐 = 0.279𝑔𝑔/𝑐𝑐𝑚𝑚3 would correspond to a lung like 
tissue, it is therefore more likely that this result is a product of parameter k and real mass density 
𝜌𝜌: 

𝜌𝜌 × 𝑘𝑘 = 0.28𝑔𝑔/𝑐𝑐𝑚𝑚3 

CONCLUSIONS 

Previous studies involving CT numbers showing that use of electron density as a proxy for 
specific gravity / physical density is possible and this approach could be used to study 
variations in thyroid mass during treatment with iodine and could be applied to improve 
dosimetry. 
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BACKGROUND 

Radiosynovectomy (RS) is an invasive procedure that causes ablation of the inflamed synovial 
tissue through the intra-articular injection of radiotracers. Hydroxyapatite labeled with 
Samarium-153 [153Sm-HA] are one of the options of radiotracer in RS, especially in countries 
where its commercial availability is superior to other isotopes, p.e. 90Y [1,2]. 153Sm emits β-
particles with maximum energy of 808,2 keV and also a 103 keV γ-ray which is suitable to 
acquire images. Patient specific dosimetry for 153Sm-HA RS can be a useful tool for individual 
treatment assessment and future determination of a standard injection activity. In the present 
work, we performed voxel dosimetry to calculate the 3D distribution of absorbed dose in four 
human articulations treated with 153Sm-HA.  
 
METHODS 

To generate 3D dose distributions, it was assumed that all the activity in a given voxel is located 
in its centroid (point source). Given the range of β-particles in the continuous-slowing-down 
approximation (CSDA) and the size of the voxel, it is expected that a large fraction of the 
energy of the particles is deposited in the source voxel (self-dose). Adopting the MIRD 
formalism in this context, the source and target regions were the same voxel. The S-value, was 
determinate as 𝑆𝑆𝑐𝑐𝑝𝑝𝑚𝑚𝑓𝑓𝑐𝑐 = ∑𝑛𝑛𝑐𝑐𝑝𝑝𝑐𝑐𝜑𝜑𝑐𝑐,𝑐𝑐𝑝𝑝𝑚𝑚𝑓𝑓𝑐𝑐 /𝑚𝑚𝑐𝑐𝑝𝑝𝑚𝑚𝑓𝑓𝑐𝑐. Here, ni is the number of particles with energy 
Ei emitted per nuclear transition, 𝜑𝜑𝑐𝑐,𝑐𝑐𝑝𝑝𝑚𝑚𝑓𝑓𝑐𝑐 is the absorbed energy fraction in the source voxel 
and 𝑚𝑚𝑐𝑐𝑝𝑝𝑚𝑚𝑓𝑓𝑐𝑐 is the mass attributed to the voxel. 

𝜑𝜑𝑐𝑐,𝑐𝑐𝑝𝑝𝑚𝑚𝑓𝑓𝑐𝑐 and 𝑚𝑚𝑐𝑐𝑝𝑝𝑚𝑚𝑓𝑓𝑐𝑐 are dependent of the biological tissue of the voxel, which is determinated 
by the Hounsfiled scale (HU) of registered CT. For this, we defined four groups: dry air (HU<-
200), adipose tissue (-200<HU<-20), soft tissue (-20<HU<+300) and compact bone 
(HU>+300).  This four groups can better estimate voxel composition than assume that they 
were water or soft tissue. 

Hydroxyapatite has a long biological excretion time compared to the physical half-life of these 
radionuclides, so 153Sm-HA remains in the injected region, and no biodistribution calculation 
was needed. Accumlated activty in the treated area was dependent only of the calibration factor 
and decay time. 

We built two matrices with the same dimensions as the SPECT image. One matrix had the S-
values and the other had accumulated activity for each voxel. An element-wise multiplication 
was performed between the matrix, and the result was a 3D absorbed dose map. The steps used 
to calculate the 3D distribution of absorbed dose is show in Figure 1.  
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A volume of interest (VOI) was defined to be a volume inside an isocurve with 20% of the 
maximum accumulated activity in the image. Total Absorbed dose was defined as the energy 
deposited in the VOI divided by the total mass of the VOI. 
 

 
Figure 1.  Steps used for patient specific dosimetry in RS using SPECT/CT images. 

RESULTS 

The proposed method for RS voxel dosimetry has been implemented in a in-house MATLAB 
[3] program. 3D absorbed dose map and total absorbed dose was calculated for total of four 
joints from two patients. Total absorbed dose, maximum absorbed dose for a voxel and the 
ratio of absorbed dose per unit of injected activity is shown in Table 1. 

Table 1.  Total Absorbed dose, Maximum absorbed dose in a voxel and absorbed dose per 
unit of injected activity. 

Patient Joint Radiotracer Injected 
Activty 
(MBq) 

Total Absorbed 
Dose (Gy) 

Maximum 
absorbed dose 
for a voxel(Gy) 

Absorbed 
Dose/Activity 

(Gy/MBq)  
1 Left knee 153Sm-HA 551.3 20,6 49,52 0,037 
2 Left elbow 153Sm-HA 423.4 31,8 97,6 0,075 
2 Right knee 153Sm-HA 958.3 42,8 99,53 0,037 
2 Left knee 153Sm-HA 1135.9 48,5 106,8 0,051 

CONCLUSIONS 

The developed method for patient specific dosimetry enables the creation of 3D absorbed dose 
maps for 153Sm-HA RS. This method allows a qualitative assessment of the treated volume 
extension and it can be used by the clinical staff as a tool to establish a connection between 
total absorbed dose and therapeutic effect. 
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BACKGROUND 

Targeted radionuclide therapies (TRT) have evolved from β-emitter 131I therapy of thyroid 
diseases to highly sophisticated therapies to treat various types of metastasized cancer with 
targeted therapies using β-emitters, as 90Y or 177lu, and also with α-emitters, as 223Ra and 225Ac 
linked to a vector molecule, specific targeting the disease. Iodine uptake in thyroid tissue is 
very specific by the sodium/iodide symporter NIS channel and radio-iodine therapies could be 
administered with empirically derived fixed activities with reasonably good therapeutic 
efficacy and manageable low toxicity.  This fixed activity administration posology has been 
replicated in many new targeted radionuclide therapies, including the activity 7.4 GBq (or 200 
mCi) in the case of 177Lu labeled compounds with a comparable half-life as 131I. Several new 
therapies have been proven to result in prolonged progression-free and overall survival using 
this fixed activity protocol [1]. These results can be improved. 

TRT form of course a new member in the radiotherapy family. Radiotherapy with external 
beams or brachytherapy are based on patient-specific treatment planning to ensure safe and 
efficacious therapies. Radionuclide therapies should be planned in the same manner [2]. 
Increasing evidence shows that also in radionuclide therapy applications dose-effect relations 
exist. It is possible to optimize and personalize radionuclide therapies by using dosimetry-based 
treatment planning [3, 4]. Normal organ toxicities can be prevented in organs with 
physiological uptake like kidneys and liver. Efficacy of the existing radionuclide therapies can 
be enhanced by treating to the absorbed dose required in target regions or to the maximum 
tolerable normal organ dose. Essential in all treatment planning for any type of RT is the 
therapeutic window concept, which also holds for TRT albeit that the absorbed dose is split 
into organ at risk and target dose, which are considered separately. 

 

Figure 1. Therapeutic window between Tumour Control Probability (TCP), Normal Tissue 
Complication Probability (NTCP) leading to the Probability for Uncomplicated Cure (PUC), 

for external beam RT (a) and TRT (b and c). 

Treatment planning models for TRT should form an essential part in the theragnostics 
approach. Theragnostics enables to image what you treat and dosimetry enables to predict its 
outcome. An overview of the options for prospective treatment planning will be presented and 
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the necessity to perform peri- or post- therapy dosimetry assessments. The level of accuracy in 
dosimetry can be variable between external probe monitor readings to full 3-D dose 
distributions. Practical constraints on dose reporting levels should be agreed upon as not all 
therapies will need the highest level of accuracy in dosimetry. 

Uncertainties in the absorbed doses for TRT are much higher than the level achieved in external 
beam RT. These uncertainties follow from the chain of measurements involved and guidance 
on ways to take these uncertainties into account will help to improve the dosimetry [5]. A 
systematic uncertainty is contained in the targeting mechanism of TRT: radiation response of 
targeted cells or functional sub-units in organs at risk form a different radiobiology than with 
external beam RT. To enable further research in this field it is needed to know the absorbed 
doses from the small scale dosimetry for cells and organelles to whole organ and whole body 
macrodosimetry. 

CONCLUSIONS 

Dosimetry forms an essential part of the theragnostic approach in targeted radionuclide therapy. 
You see and know what you treat and how much you treat. This will improve patient care by 
personalized treatments with possibly better outcomes than standardized one-activity-fits-all 
TRT. 
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BACKGROUND 

The present study designed to evaluate entrance and exit doses for out of the radiation field in 
external beam radiotherapy (EBRT). The primary aim of this study was to investigate the 
efficiency of non tissue equivalent (NTE) commercially available optically stimulated 
luminescence dosimeters (OSLD) for in vivo dosimetry of out of the radiation field dose 
measurements in EBRT. 

METHODS 

All the measurements were performed in 10 head and neck patients (age range, 35–46 years; 
mean, 44 years) treated with two parallel opposed lateral fields on Bhabhatron-II TAW 
Telecolbalt unit (Panacea Medical Technologies, Bengaluru, India) using source to surface 
distance (SSD) technique. The OSLDs used in this study were from Landauer Inc., USA, 
Al2O3:C nanoDotTM dosimeter (10 X 10 X 2 mm). TL dosimeters were from Nucleonics India 
Pvt. Ltd., LiF:Mg,Ti chips (3.2 X 3.2 X 0.89 mm). The OSL nanoDotTM were placed at the 
level of the eyes of the patient for a single right lateral treatment field only. This methodology 
provided the set up to assess out of field entrance and exit radiation dose to eye. TLD-100 chips 
were also placed exactly in the identical places in the next treatment fraction of same patient. 
The physical data measured were separation distance at the level of eye, distance between 
radiation field edge and ipsilateral right eye at SSD. The distances were calculated for radiation 
beam exit from isocenter at the exit surface of the patient. 

RESULTS 

The distance between radiation field edge and ipsilateral eye at SSD was measured in the range 
of 2.0–4.0 cm with mean 3.3 cm. The distances of separation at the level of eye, entrance and 
exit of edge of beam from isocenter were in the range of 11cm-15cm, 7.0cm-8.5cm, 8.0cm-
9.5cm respectively. It was obvious to observe with theoretical calculations using radiation 
divergence property that the primary radiation beam was not passing through contralateral eye. 
The contralateral eye was away from the exit of edge of radiation beam in all the cases and 
distances were found in the range of 0.5cm-2.8cm. However, when the doses were analyzed 
for non tissue equivalent OSL nanoDotTM and it was surprising to note that the exit dose to 
contralateral eye (Dexit) were measured 1.2 to 2.0 times higher than the entrance dose to 
ipsilateral eye (Dentrance). 

To investigate this over-response, the doses were measured with tissue equivalent TLD-100 
chips in the identical conditions. It was found that Dexit were measured 15% to 20% less than 
Dentrance. Thus, the possible cause for this over-response in NTE dosimeter is increase in the 
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intensity of secondary electrons and low energy scattered photons reaching to dosimeter at the 
exit surface of the patient during out of field measurements. 

The results of this study suggested that non tissue equivalent OSL nanoDotTM were not the 
dosimeter of choice for out of field exit dose measurements. One should be precautious to use 
non tissue equivalent OSL nanoDotTM for out of field exit dose measurements. Further study 
needs to be performed to deal this over-response using either appropriate correction factors or 
build up caps. 

CONCLUSIONS 

The non tissue equivalent dosimeters were not the promising dosimeters for out of field exit 
dose measurements. The research outputs of this study may be helpful for the selection of the 
appropriate in vivo dosimeter suitable for clinical use for out of the radiation field dose 
measurement conditions in radiotherapy. 
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BACKGROUND 

The study of neutron contamination produced around medical linear accelerators was the focus 
of several research works, in the field, these last years [1-2]. These contamination neutrons 
lead to undesirable doses deposited at healthy tissues located at a distance from the target 
volume. As a consequence, there is an increased risk of developing secondary cancers in 
patients [3]. Consequently, an attempt has been made, through this work, to evaluate the photo-
neutron doses at patient's organs by Monte Carlo (MC) simulation. To this purpose, a geometric 
MC model of the LINAC [4] was combined with a numerical MC model of the human body. 

Then, a neutron contamination dose, in the organs of a female patient-specific analytical 
phantom, was evaluated in the case of a bladder treatment. Thereafter, a sensitivity study was 
performed to estimate the variation in the different organs of the patient. The achieved results 
were then compared to those published in the literature. 

METHODS 

The detailed geometry of the head of a VARIAN 2100C Linac operating in the mode of 18MV 
was simulated and validated using MCNP5 in a previous study [4]. In this study, we 
investigated the effect of some key components such as: the Primary Collimator (PC), 
Flattening Filter (FF), Multi Leaf Colimators (MLC), Jaws (SC), and the walls of treatment 
room (WR), on the production of neutron contamination, in patient’ organs. To evaluate the 
effect of each component we kept the same geometry as it was in the initial one (without the 
perturbation) and removed the corresponding component. The patient anatomy was represented 
by MC model of an adult female MIRD phantom. The patient's bladder was placed in the 
isocenter and the irradiation ballistic of Bladder treatment was considered in these calculations. 

RESULTS 

The results are summarized in Figure1. As it can be seen, the maximum equivalent dose, in this 
therapy, was located at the adjacent organ (i.e. the uterus) at around 14 cm from the isocenter. 
And the total equivalent dose received by the mentioned organ is 53.24 mSv. While, the 
minimum equivalent dose is expected to be at organs located deeper from the target. From the 
sensitivity analysis, we presented the mean difference in dose equivalent due to removing any 
of FF, PC, SC, MLC and WS, the maximum difference achieved is 41%. The equivalent dose 
is found to be more sensitive to FF component.  Finally, significant discrepancies with results 
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obtained by Khabaz et al [1] were found. We can say that this is due to the high dependence of 
secondary neutrons dose levels on the irradiation parameters. 

 

Figure 1. Equivalent dose of neutron in different organs for both models considered 
(Reference and perturbed models) compared with the results obtained by Khabaz et 

al. [1]. 

CONCLUSION  

In this study, the photo-neutron equivalent doses were calculated at different patient’s organs 
from a high energy LINAC. The MCNP5 Monte Carlo code was used. The treatment planning 
of urinary bladder was considered. As expected, the photo-neutron equivalent dose varies 
mainly according to the proximity of the organ considered to the target volume. The dose 
equivalent of photo-neutrons is more sensitive to FF components of the LINAC and to the 
shielding walls of the treatment room. In perspective this study will be enhanced using a more 
accurate human model phantom, and completed by the secondary cancer risk developing 
evaluation. 
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BACKGROUND 

Radiotherapy continues to be an essential part of a successful cancer treatment together with 
surgery and chemotherapy, with 50% of all patients receiving radiation therapy for the 
management of their cancers [1]. 

Modern radiotherapy relies on routine applications of imaging procedures for accurate tumor 
localization, real-time patient setup and margin reduction in the radio therapeutic management 
of cancers, a technique known as Image-Guided Radiotherapy (IGRT) [2].  The involved 
technologies include Digital Radiography (DR), Computed Tomography (CT), Magnetic 
Resonance Imaging (MRI), Positron Emission Tomography (PET), Electronic Portal Imaging 
(EPID), and Cone Beam CT (CBCT) etc., most of which utilizes ionization radiation [2]. 
Among them, Kilo-Voltage Cone Beam CT (kV-CBCT) has emerged as one of the most 
frequently applied techniques in the clinic. 

With large therapeutic doses delivered to the tumor volume, it is not uncommon to think that 
there is no need to optimize our clinical practices to reduce the imaging doses to the patients 
from these routine imaging procedures during IGRT. Part of this view stems from the 
observation that the imaging doses merely accounted for a small fraction of the therapeutic 
doses if the imaging dose per procedure was compared to the therapeutic dose per fraction [3-
6]. 

METHODS 

In head and neck cancer treatment at Chahids Mahmoudi Hospital (Tizi-Ouzou, Algeria), 
treatment simulation is performed on PET-CT for better definition of target volumes. For IGRT 
procedures, EPID-based (electron portal imaging device) projection and cone-beam computed 
tomography (CBCT) imaging are used for patient positioning and verification. The need of 
evaluation of the contribution of imaging dose to the treatment plan is particularly pronounced 
since there exists a variety of different imaging systems using different photon energy (kV or 
MV), with 2D or 3D imaging, the dose of which is generally not included in the treatment 
planning system (TPS). 

Our retrospective study focused on thirty patients who were treated in our department for head 
and neck cancer (nasopharynx, larynx, ...) and for whom a PET-CT simulation was performed. 
We undertook the evaluation of the dose received at different organ at risk during the PET- CT 
examination and the doses received from the CBCT procedures. The calculation of PET-CT 
effective dose includes both internal and external exposure as provided in ICRP publication 
103 and 106. For Cone-beam CT, the effective dose and organ doses were estimated by using 
the ImPACT CT Patient Dose Calculator. The ImPACT Patient Dose Calculator, designed 
originally for fan beam CT, uses a library of Monte Carlo calculated dose calculations for organ 
doses in a humanoid mathematical phantom. 



Contribution ID: 213  Type: Oral 
 

102 
 

RESULTS 

CT examination took the major role in contributing to the total effective dose of PET/CT 
imaging, corresponding to approximately 80.43%. The effective dose estimates from this 
investigation are similar to previous measures reported in the literature. Improved estimates of 
effective dose associated with the CT scan could be made by taking into account the 
recommended size specific dose estimates (SSDE) presented in the recently released American 
Association of Physicists in Medicine (AAPM) Report No. 204.  The CT component of the 
total effective dose can be seen to increase steadily with patient weight due to automatic 
increases in the beam current to account for increased patient width. Alternatively, despite an 
increase in injected FDG activity to account for larger patients, a steady decrease in the PET 
component of the effective dose can be seen with increasing patient weight, which results in a 
lower estimated dose. 

A maximum value of CBCT dose index of 182 mGy was recorded, with a number of CBCT 
procedures of 18 throughout the whole treatment. For all of the patients studied, the average 
dose index value is 55.80 mGy and the average number of CBCT procedures is 7.33. The 
average CBCT dose index per CBCT procedure is 8.79 mGy. 

CONCLUSIONS 

This work allowed a comparison of imaging dose with commonly accepted variations of the 
treatment beam, scatter, and leakage dose. It is assumed that the dose variations of the treatment 
beam which are accepted by the radiation oncologist and/or medical physicist in the spirit of 
the ALARA convention can also be applied to the additional imaging dose. 
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BACKGROUND 
During radiotherapy out-of-field doses to normal tissue can lead to treatment associated side 
effects such as neurocognitive deficits, hypothyroidism, eyes disease, cardiac dysfunction, 
infertility and development of secondary neoplasms (SNs). Children are more sensitive to the 
effects of ionising radiation and due to their long life expectancy they have more chances to 
develop secondary cancer in their lifetime. Therefore, the assessment of the stray out-of-field 
doses is particularly important in radiation protection of child radiotherapy and forms an 
essential input for epidemiological studies on treatment associated side effects and the risk of 
SNs. 
METHODS 
The EURADOS working group 9 focusses on radiation dosimetry in radiotherapy and more 
specifically aims to assess out-of-field doses in pediatric radiotherapy treatments, using various 
photon and proton radiotherapy techniques. Child anthropomorphic phantoms are used that 
represent 5 year-old and 10 year-old children (CIRS, Inc., Norfolk, VA, USA). These phantoms 
allow insertion of various types of dosimeters to study the dose distribution inside the child and 
calculate average organ doses. Different passive dosimetry systems are used based on 
thermoluminescence (MTS-7, MTS-6, MCP-n) and radiophotoluminescence (GD-352M, GD-
302M) while bubble detectors (BD) and polyallyldiglycol carbonate (PADC) track detectors 
are used to measure the neutron doses which contribute significantly to the out-of-field doses 
during proton therapy. 
The out-of-field doses were assessed during brain irradiations because brain and central 
nervous system (CNS) tumours are second most common in children (accounting for 21%). 
The brain tumour was represented by a sphere of 6 cm diameter located on the left-anterior 
side of the 5 and 10 year old phantom heads. Different treatment modalities were applied during 
several measurements campaigns: 
1. 3D-conformal radiotherapy (3D-CRT) - Varian Clinac 2300, Centre of Oncology Krakow  

‐ Measurement campaign 2013 in Krakow, Poland 
2. Intensity modulated radiotherapy (IMRT) - Varian Clinac 2300, Centre of Oncology 

Krakow 
‐ Measurement campaign 2013 in Krakow, Poland 

3. Gamma Knife (GK) – Leksell GK, University Hospital Zagreb 
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‐ Measurement campaign 2014 in Zagreb, Croatia 
4. Proton therapy (PT) – Proteus 235 (IBA), Cyclotron Centre Bronowice in Krakow 

‐ Measurement campaign 2014 in Krakow, Poland 
Furthermore, medulloblastoma treatment was studied which involves irradiation of the entire 
central nervous system, i.e craniospinal irradiations (CSI) which is associated with significant 
exposure of large volumes of healthy tissue and therefore a growing concern regarding 
treatment associated side effects. The entire brain and complete spine was irradiated to study 
the out-of-field doses using the following techniques: 

1. 3D-CRT – Siemens Artiste, University Hospital for Tumours, Zagreb 
‐ Measurement campaign 2014, Zagreb, Croatia 

2. Proton Therapy - Proteus 235 (IBA), Cyclotron Centre Bronowice in Krakow 
‐ Measurement campaign 2017, Krakow, Poland 

RESULTS 
Brain irradiations with photon therapy techniques revealed most pronounced radiation to the 
out of-field organs using GK. The number of isocenters is an important factor defining the level 
of out-of-field doses during GK. IMRT, using coplanar fields, revealed the lowest out-of-field 
organ doses except for non-target brain and eye dose for which 3D-CRT, using non-coplanar 
fields, was somewhat lower. This was explained by the different treatment configurations while 
the use of mechanical wedges during 3D-CRT affects the out-of-field organ doses at larger 
distances. The out-of-field photon doses, as measured with TLDs and RPLs, are significantly 
lower using proton spot scanning technique compared to photon techniques. This difference 
becomes even larger with increasing distance from the brain, ranging from one order of 
magnitude, close to the brain, to more than two orders of magnitude further away from the 
target. In PT the neutron doses are lower than secondary photon doses close to the target while 
neutron dose becomes larger than secondary photon doses further away from the target. The 
neutron equivalent doses, as measured with BD and PADC, range from 1 mSv/Gy close to the 
field edge to 0.01 mSv/Gy at 20 cm from the field. Altogether still significantly reduced out-
of-field doses are observed for PT spot scanning compared to photon therapy. 

 
In case of CSI, 3D-CRT results in very high out-of-field doses (>800 mGy/Gy) mainly for 
organs that lie along the spinal cord such as thyroid, eyes, oesophagus, heart and thymus while 
organs such as breast, lungs and kidneys which lie more lateral in the body show significantly 
lower doses (<100mGy/Gy). Proton therapy data are still in progress, but the first results 
indicate reduced organ doses. 
CONCLUSIONS 
To conclude, PT reduces the out-of-field doses, but an accurate evaluation of the secondary 
neutron component is needed in the assessment of out-of-field doses during PT. 
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BACKGROUND 

The last years have witnessed immense improvements in medical imaging technology leading 
to a rapid increase in utilization of X-ray imaging. New digital detectors coupled with 
sophisticated, dedicated software and large advances in computing techniques that extract 
valuable clinical information within medical images have facilitated the expansion of 
applications of X-ray imaging not only in CT but also in mammography (breast tomosynthesis, 
contrast enhanced mammography, etc) and fluoroscopy. Digital imaging has improved 
workflow within the department and clinical outcome. The ability to easily view and store 
digital medical images using the Picture Archiving and Communications System (PACS) and 
modify them at request at any time, at any site or multiple sites at the same time, have boosted 
patient through-put in a medical department. Diagnostic as well as therapeutic X-ray techniques 
are becoming a routine in numerous centers around the world promising a successful clinical 
outcome and better patient safety. Focusing for example in interventional cardiology 
procedures, these are catheter based and do not require open surgery, extracorporeal circulation 
or lengthy stay within the hospital. Percutaneous Coronary Intervention considered in the past 
as a complex procedure and performed only in highly specialized laboratories for 
cardiovascular research, is now a routine technique in many hospitals. Once performed only in 
one occluded vessel, it is currently carried out in multivessel disease, multiple substenosis in 
the same vessel, or even complete occlusions in acute myocardial infarction; the technique has 
evolved so as to include more urgent, comorbid cases, despite achieving high success rates 
with significantly reduced need for repeat revascularization. Another example is catheter-
guided radiofrequency (RF) ablation of cardiac arrhythmias which today is a generally 
accepted effective and safe procedure for the treatment of most supraventricular tachycardias, 
thus exhibiting rapid increase in frequency the last decade. Paediatric interventional procedures 
have also expanded recently due to the successful treatment of many congenital and structural 
heart problems. With evolving stent technology, they are currently applied in multiple areas, 
including pulmonary arteries, vena cavae, aortic and arch and descending aorta for coarctation. 
A recent concept, hybrid surgery, involves the close collaboration of the interventional 
cardiologist and the cardiac surgeon combining catheter-intervention and surgery in the 
surgical theatre, such as pulmonary artery stent implantation associated with pulmonary valve 
replacement. 

Unfortunately, the use of X-ray equipment is inevitable in all these clinical problems. There is 
substantial increase of X-ray imaging utilization creating greater concern about radiation 
hazards. In this regard, radiation dose optimization has been given a great deal of attention the 
last years. Moreover, the increasing number of reports on adult radiation injuries during these 
procedures has raised various issues of patient radiation safety. Furthermore, most operators 
are unaware of the high patient radiation doses and possible radiation injuries even with the 
use of modern up to date equipment. Occasionally, these radiation burns can be chronically 
and severely painful, not to mention that both operators and hospitals may be subjected to legal 
actions. Despite the publicity and publications on radiation dose and harmful effects, the 
indexes of topics in major conferences still lack the dose optimization issue. Most operators 
use a “learn as you go” approach instead of formal instruction concerning radiological 
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equipment, or radiation dose optimization. The consequences of non-formal training in 
radiation protection are 1) that operators are unaware of possible dose descriptors that are 
currently displayed in all modern X-ray machines, 2) are not familiar with the level of radiation 
dose and associated risk imparted to the patient or 3) they are not aware of what are acceptable 
values of radiation dose. 

The recent International Basic Safety Standards (BSS) [1] as well as the recent European 
(2013/59/Euratom) [2] both underline the need for patient dose optimization in all radiological 
practices. Both documents also state the need to establish typical, local, regional and national 
Diagnostic Reference Levels (DRLs) as a practical and important tool for dose optimization. 

More specifically, International BSS clearly state at Requirement 38 entitled “Optimization of 
protection and safety” and under the section “Dosimetry of patients” that this must be 
performed and documented by or under the supervision of a medical physicist, using calibrated 
dosimeters and following internationally accepted or nationally accepted protocols. 

The European BSS also clearly state that medical X-ray equipment must have a means to 
inform the practitioner of the relevant parameters for assessing the patient dose and even more 
important to have the capacity to transfer this information to the record of the examination 
(2013/59/Euratom) [2]. Finally, the European BSS introduce new requirements in relation to 
exposure of asymptomatic individuals, which either shall be part of an approved health-
screening programme or shall require specific documented justification for that individual by 
the practitioner, in consultation with the referrer, following guidelines from relevant medical 
scientific societies and competent authorities. 

Specifically, for DRLs and records of patients, International BSS provide detailed description 
of requirements regarding DRLs as followed: “Registrants and licensees shall ensure that: 

(a) Local assessments are made at approved intervals for those radiological procedures for 
which DRLs have been established 

(b) A review is conducted to determine whether the optimization of protection and safety for 
patients is adequate, or whether corrective action is required if, for a given radiological 
procedure: 

• Typical doses or activities exceed the relevant DLR; or 
• Typical doses or activities fall substantially below the relevant DRL and the exposures do 

not provide useful diagnostic information or do not yield the expected medical benefit to the 
patient.  

European BSS state that ‘Diagnostic reference levels means dose levels in medical 
radiodiagnostic or interventional radiology practices, or, in the case of radio-pharmaceuticals, 
levels of activity, for typical examinations for groups of standard-sized patients or standard 
phantoms for broadly defined types of equipment’. Moreover, the European BSS state that 
‘Member States shall ensure the establishment, regular review and use of diagnostic reference 
levels for radiodiagnostic examinations, having regard to the recommended European 
diagnostic reference levels where available, and when appropriate, for interventional radiology 
procedures, and the availability of guidance for this purpose’. The national DRLs should be 
compared with available European DRLs whenever either of the values have been established 
or updated. Whenever the national DRLs applied are consistently exceeded, appropriate 
investigations to identify the reasons, and corrective actions to improve the clinical practice, if 
necessary and feasible, should be undertaken without undue delay 
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Due to the large number of X-ray diagnostic and interventional procedures performed daily, 
patient dose collection can be a time consuming and complex task. Manufacturers have recently 
introduced sophisticated software (dose tracking software (DMS)) to the health market to assist 
staff on this task. Using this software, patient dose data can be easily and quickly archived 
using information from Digital Imaging and Communication in Medicine (DICOM) header of 
X-ray systems or from Picture Archiving and Communication System (PACS) of hospital and 
further analysed [3]. 

METHODS/RESULTS 

Patient dose monitoring in diagnostic and interventional radiology has proved to be a well-
established method to engage staff in dose optimization. Data of our continuous dose 
monitoring for the last years will be presented to show how these can be used to optimize 
patient exposure and “train” operators and staff in radiation protection. 

Examples are provided in Figure 1 for Endoscopic Retrograde Cholangio-Pancreatography 
(ERCP) [4] and Figure 2 for Coronary Angiography (CA) [5]. The data in the Figures 1 and 2 
correspond to data analysis during the years 2009 to 2016. Results are continuously discussed 
in our hospital with physicians (endoscopists, cardiologists, orthopedic surgeons, etc) 

 

Figure 1. ERCP Patient dose in terms of PKA in Gycm2 values per procedure from year 2009 
to 2016 (1632 cases). Y-axis is patient dose in PKA and x-axis patient number 

 

Figure 2. Patient dose in terms of PKA in Gycm2 during all Coronary Angiography (CA) 
procedures (5469) from January 2009 to May 2016. Red horizontal line corresponds to 45 

Gycm2 (European DRL) and black horizontal line corresponds to 55 Gycm2 (Greek National 
DRL). Typical PKA range was 24.5 - 30.5 Gycm2 lower than national and European DRLs. 
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CONCLUSIONS 

Patient dosimetry is a very important tool for exposure optimization and auditing. It also 
facilitates the engagement of different staff members (physicians, radiation technologists, 
nurses and other professional groups) to dose optimization and helps in strengthening radiation 
protection culture. 
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BACKGROUND 

Computed Tomography (CT) has been one of the most used imaging modalities in medicine. 
The increase of CT usage is a global concern due to high radiation doses involved [1]. Neck 
CT scans provide more details on neck injuries, tumors, and other diseases than other types of 
X-ray imaging [2]. The aim of this work is to investigate methods to reduce the absorbed dose 
in the neck CT with the use of bismuth shielding. 

METHODS 

An anthropomorphic male phantom (model Hamley Atom) was used in neck CT scans (Figure 
1). Scans were carried out, covering a length ranging from the occipital to the first thoracic 
vertebra, using a Toshiba CT scanner (Prime Aquillion model with 80 channels). Radiochromic 
film strips were used to evaluate the doses in organs such as thyroid, lenses, hypophysis, spinal 
cord, breasts, salivary and parotid glands. Two neck CT scans were conducted using the same 
protocol, with the phantom in supine position with and without neck bismuth shielding. 

 
Figure 1.  Hamley Atom phantom with bismuth shielding on the neck. 

RESULTS 

The results of this work show absorbed doses varying from 1.31 to 31.36 mGy. The highest 
dose of 31.36 mGy is absorbed by the thyroid without bismuth shielding (13.71 mGy with the 
use of bismuth shielding). The doses were lower with the use of bismuth shielding for all 
organs, mainly in the thyroid (Table 1). The analysis of noise in the central slice presented 
acceptable values for soft tissues, not exceeding 1%. 
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Table 1.  Absorbed doses in the organs studied. 

 
Organ position  

Absorbed dose (mGy) 

Without bismuth 
shielding 

With bismuth 
shielding 

Eye Lens 8.62 ± 0.69  3.29 ± 0.66 

Thyroid  31.36 ± 0.96 13.71 ± 0.69 

Pharynx 12.29 ± 0.78 11.47 ± 0.71 

Parotid Gland 7.16± 0.62 4.49 ± 0.68 

Salivary Gland 17.32 ± 0.65 13.52± 0.75 

Hypophysis 7.85 ± 0.88 3.94 ± 0.78 

Breast 1.81 ± 0.51 1.31 ± 0.53 

Spinal Cord 11.16 ± 0.62 10.05 ± 0.72 

 

CONCLUSIONS 

Absorbed doses were determined during cervical CT scans with and without bismuth shielding 
on the neck of the phantom. Dose values were significantly reduced in all organs studied, 
suggesting that the use of bismuth shielding would, in some cases, be a proper radiation 
protection measure. 
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BACKGROUND 

Estimation of organ doses imparted by CT procedures is not a trivial task. Three approaches 
have been adopted over the past decades: (a) direct measurements with different kinds of 
dosimeters, anthropomorphic phantoms, and postmortem subjects, (b) calculations using 
Monte Carlo methods combined with computational human phantoms, and (c) biological 
dosimetry based on blood samples [1]. Several advantages and disadvantages can be discussed 
regarding each approach. Anthropomorphic phantoms for dosimetry, for instance, have been 
in use for more than 30 years, and research indicates that there is ongoing development in the 
field of computational phantoms responding to to the development of new CT technologies [2].  

METHODS 

In the present study, an experimental methodology to evaluate organ doses in routine peadiatric 
chest CT protocols were implemented. The methodology uses TLD (LiF:Mg,Ti) chips 
embedded in a pediatric anthropomorphic phantom. Their small size provides accurate spatial 
localization of the dose inside the studied organs (lungs and thyroid). The phantom used was 
the CIRS ATOM® dosimetry verification phantom, model 705 (CIRS, Inc., VA, USA), which 
simulates a pediatric 5-year old patient. The irradiations were performed using a Philips 
Brilliance 64 CT scanner (Philips, Germany). The method for organ dose calculation from TLD 
signal distributions inside the target organs was previously published by the authors [3]. 

RESULTS 

Lung and thyroid absorbed doses with respective uncertainties (k = 1) for the Chest protocols 
applied to the pediatric phantom, are presented in Table 1. 

Table 1. Lung and thyroid absorbed doses with respective uncertainties (k = 1) for the Chest 
protocols applied to the pediatric phantom 

  80 kV/146 mAs 120 kV/55 mAs 

Mean absorbed 
dose (mGy) 

Thyroid 5.93 ± 0.31 6.84 ± 0.25 

Lungs 4.58 ± 0.22 6.12 ± 0.27 

 

CONCLUSIONS 

Findings of the present investigation may pave the way to decrease radiation dose whereas the 
image quality could be potentially preserved. In particular, dose reduction of up to 28.7% on 
the absorbed dose was reported for pediatric protocols with a change from 120 to 80 kV. 
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Further investigations considering other radiosensitive organs and other protocols must be 
conducted as a step towards the implementation of optimization strategies. 
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BACKGROUND 

Radiation protection and dosimetric protocols for establishing Diagnostic Reference Levels 
(DRLs) have been clearly outlined in ICRP Publication 135. Diagnostic Reference Levels have 
been proven to be an effective tool that aids in optimization of protection in medical exposures 
of patients for x-ray imaging procedures. The aim of this study is to establish dosimetric 
protocols for DRLs in medical imaging procedures and to provide guidelines from ICRP 
Publication 135, which will serve as a guide for practitioners globally. 

METHODS 

This work is a prospective cross-sectional study carried out to establish DRLs for adult 
radiological procedures in some selected teaching hospitals in North Eastern Nigeria. A total 
of 1080 patients were enlisted in this study, thirty patients for each of the 36 different 
procedures featuring common x-ray examinations, dental x-ray examinations, contrast 
examinations, mammography and computed tomography examinations. Thermoluminiscent 
dosimeter (TLD) chips and dose area product (DAP) meters were used to obtain the dose values 
(Entrance surface dose, Dose area product) using standard protocols. Exposures were made 
with TLDs placed at the central axis at point where the x-ray beam intercepts the patient’s skin. 
Computed tomography dose index and dose length products were obtained from the computed 
tomography scanner console. 

RESULTS 

The DRLs for posterior anterior (PA) chest and lateral x-ray obtained in this work were 0.59 
mGy and 1.02 mGy, respectively.  For PA skull and lateral skull x-ray DRLs were 1.02 mGy 
and 1.01 mGy. The DRLs for PA elbow and lateral elbow were 0.57 mGy and 1.77mGy. For 
AP shoulder and lateral x-ray DRLs were 0.71 mGy and 0.83 mGy. The DRL for dorsi-plantar 
foot and dorsi-plantar oblique foot in this work were 0.58 mGy and 0.61. Dose values for 
contrast studies were 6.68mGy, 10.66mGy.cm2 for IVU, 2.31 mGy, 3.67mGy.cm2 for HSG, 
2.66 mGy, 8.98mGy.cm2 for barium meal, 12.78 mGy, 20.64 mGy.cm2 for barium enema, 2.73 
mGy and 6.56 mGy.cm2 for barium swallow and 2.05 mGy, 7.77 mGy.cm2 for RUG. 
Diagnostic reference levels for cranio-caudal and medio-lateral oblique were 0.63 and 1.04 
mGy while CT head, chest and abdomen are 67.90 mGy, 18.38 mGy and 19.20 mGy. 
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Table 1. Median doses and 75th percentile (DRLs) for Radiographic examination 

Examination 
Median ESD 

(mGy) 
Hospital A 

Median ESD 
(mGy) 

Hospital B 

Median ESD 
(mGy) 
Both 

DRL 
(mGy) 

PA chest x-ray 0.34±0.05 0.55±0.43 0.45±0.36 0.59 
Chest x-ray lateral 0.78±0.07 0.87±0.49 0.82±0.44 1.02 
PA skull x-ray 0.79±0.32 0.74±0.50 0.77±0.41 1.02 
Lateral skull 0.77±0.32 0.61±0.45 0.69±0.73 1.01 
AP elbow 0.44±0.05 0.36±0.17 0.40±0.25 0.57 
Lateral elbow 0.56±0.06 0.36±0.29 0.46±0.34 0.77 
AP shoulder 0.29±0.03 0.71±0.27 0.50±0.24 0.71 
Lateral shoulder 0.59±0.06 0.66±0.40 0.63±0.37 0.83 
Dorsi plantar foot 0.34±0.03 0.56±0.24 0.45±0.21 0.58 
Dorsi plantar 
oblique foot 0.36±0.03 0.45±0.25 0.41±0.23 0.61 

Abdominal x-ray 0.87±0.46 0.43±0.35 0.83±0.31 1.01 
Pelvic x-ray AP 0.62±0.05 0.80±0.34 0.60±0.30 0.82 
Hand dorsi palmar 
oblique 0.21±0.03 0.58±0.28 0.25±0.20 0.59 

Hand dorsi palmar 0.49±0.07 0.30±0.21 0.56±0.37 0.58 
 

 
Table 2. Median doses received and 75th percentile (DRLs) for contrast radiographic 

examination 

Examination 
Median 

ESD (mGy) 
Hospital A 

Median 
ESD(mGy) 
Hospital B 

Median 
ESD (mGy) 

Both 

DAP 
(mGy.cm2) 

DRL 
mGy  mGy.cm2 

IVU  2.17±1.94 4.61±4.58 4.89±3.26 9.25±1.31 6.68 10.66 
HSG  1.41±0.66 2.30±1.45 1.44±0.55 2.97±0.55 2.31 3.67 
Barium meal 1.66±0.44 2.61±1.31 2.14±0.88 7.33±1.85 2.66 8.98 
Barium enema 10.63±1.05 2.62±1.31 11.95±1.90 16.26±3.23 12.78 20.64 
Barium 
swallow 1.62±0.35 2.62±1.45 2.12±0.90 7.62±2.01 2.73 6.56 

RUG  1.18±0.65 1.82±1.19 1.50±0.92 5.91±1.24 2.05 7.55 
Key- IVU- Intravenous urography, HSG- Hysterosalpingography, RUG- Retrograte-urethrography, ESD- 

Entrance skin dose, DAP-Dose area product 
 

 
Table 3. Median doses received and 75 percentile (DRLs) for computed tomography 

examination 

Examination 

Median 
CTDI 
(mGy) 

Hospital A 

Median 
CTDI 
(mGy) 

Hospital B 

Median 
CTDI 
(mGy) 
Both 

DLP 
(mGy.cm) 

DRL 
(mGy) 

CT Head 57.26±12.50 44.08±9.95 57.251±2.50 958.52±6.3 67.90 
CT Chest 13.94±4.48 10.64±4.78 12.58±4.20 659.10±1.30 18.38 
CT Abdomen 13.92±5.57 10.92±5.57 12.24±4.28 1290.07±1.71 19.20 

Key- CT- Computed tomography, CTDIvol- Volumetric computed tomography dose index, DLP- Dose length 
product. 
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CONCLUSIONS 

This study has followed the standard dosimetry requirements by ICRP to establish DRLs in 
two teaching hospitals in North Eastern Nigeria a low resource setting, which is useful for 
formulation of National DRLs. 
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BACKGROUND 

The International Commission on Radiation Units and Measurements (ICRU) is currently in 
the final stage of publishing Report 93, Prescribing, Recording and Reporting Light Ion Beam 
Therapy. 

Light ion beam therapy has been initially developed at Lawrence Berkeley National Laboratory 
(LBNL) and first patients were treated with helium beams there in 1954, the same year, when 
proton therapy started in Berkeley. In 1975, also at LBNL, heavier ions, like carbon, neon, 
silicon and argon ions were used in clinical trials. It has been shown in these trials, that light 
ions offer not only a beneficial absorbed depth dose curve, but in addition have an increased 
biological effectiveness in the Bragg peak as compared to entrance region, which makes them 
very attractive especially for treating radio-resistant tumors. The first clinical facility for carbon 
ion beam therapy was opened in 1994 in Chiba, Japan and the number of clinical centers has 
been increasing slowly, but steadily, with ten centers being in operation today. 

The report is the result of a longstanding collaboration between the IAEA and ICRU and has 
been initiated after joint meetings in Vienna, Austria (2004) and Columbus, Ohio (2006) in an 
attempt to standardize the reporting of light ion beam radiotherapy [1]. 

METHODS 

The report relies on concepts previously developed by the ICRU for reporting other therapies 
but with special emphasis on the use and reporting of RBE-weighted quantities [2]. Such 
harmonization will facilitate the comparison of therapeutic results obtained with ions not only 
between ion beam therapy centers but also with centers using other modern forms of radiation 
therapy, such as proton-RT and IMRT with photon beams. 

The report outlines the different biological models used for calculating RBE weighted dose for 
light ion beam therapy and attempts to clarify their clinical use in order to enable a common 
understanding of clinical practice in various facilities. It gives detailed recommendations on 
how light ion beam therapy should be prescribed, recorded and reported. The physical and 
technical background of light ion beam therapy is explained. The recommendations on 
dosimetry were harmonized and updated according to the upcoming revision of IAEA’s 
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International Code of practice based on standards of absorbed dose to water, TRS-398 [3] and 
the latest key data for ionizing-radiation dosimetry, ICRU report 90 [4]. 

RESULTS AND CONCLUSIONS 

Consistent with previous ICRU Reports 78 [5] and 83 [6], this report outlines the fundamentals 
of radiotherapy with light ion beams and recommends a strict terminology for volumes and 
doses (absorbed dose and RBE weighted dose). Moreover, the current radiobiological models, 
used clinically to calculate RBE, are reviewed. Recommendations are given, as to how clinical 
treatments should be prescribed, recorded and reported, in order to facilitate a comparison of 
clinical results and avoid confusion among different centers. 

We are convinced that this report will help to improve the terminology in the field of light ion 
therapy and help to communicate clearly about the clinical outcomes. 
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BACKGROUND 

Modern high-energy proton therapy has shifted almost entirely to scanned beam delivery 
modalities. The recommendations for reference dosimetry in IAEA TRS-398 [1] were based 
on experience with passively-scattered proton beams but assumed to be applicable to scanned 
beams as well. Some peculiarities of scanned beam dosimetry were, however, not addressed 
[2, 3] and are to be taken care of in the revision of TRS-398 [4]. 

A key difference is that for passively scattered beams, the monitor is calibrated in terms of 
absorbed dose to water in the spread-out Bragg peak, while for most scanned beams the monitor 
is calibrated in terms of proton number in a single spot [2]. The latter can, in principle, be 
determined by a Faraday cup, but for consistency with other beam modalities the proton 
number is derived from the dose-area-product at shallow depth of a single spot. 

Other important issues to consider are that recombination can be large due to high 
instantaneous dose rates, depth dose gradients can be present at shallow depths and operation 
of reference dosimeters can be different as in passively scattered beams. This paper presents 
current state-of-the-art knowledge and data on reference dosimetry of scanned proton beams. 

METHODS 

Two different methods have been proposed to determine dose-area-product at shallow depth 
[2]; the first using a reference-class Farmer or plane-parallel ionization chamber in a single-
layer scanned field and the second using a large-area chamber in a single static pencil beam. 
An experimental comparison of both methods at MedAustron is presented by Osorio et al [5]. 

The depth dose gradient at shallow depth can be substantial for the lowest clinical proton 
energies. It is thus important to consider if the effective point of measurement, Peff, should be 
used as reference point for Farmer type chambers or for which beam energy range the use of 
the center of the ionization chamber, as recommended in TRS-398, can be used with acceptable 
uncertainty. The displacement correction was quantified based on experimental data from two 
proton centers and experimental and simulated data on Peff and its uncertainty. 

Concerning the beam quality correction factor, kQ, experimental and Monte Carlo simulated 
overall factors from the literature are compared with those tabulated in TRS-398 and those 
determined for scanned beams are compared with those for scattered beams. Also studies on 
the recombination correction factor for scanned protons beams are reviewed. 
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RESULTS 

The analysis of depth dose gradients reveals that when using an effective point of measurement 
and considering its uncertainty, thimble chambers can be used without displacement correction 
for residual ranges above 5 cm with a relative standard uncertainty contribution not larger than 
0.5%. When using the centre of the ionization chamber at the reference depth, an uncertainty 
of 0.5% or less on the assumption there is no displacement correction can only be achieved for 
residual ranges above 15 cm. 

Experimental and Monte Carlo (MC) calculated beam kQ values compared with TRS-398 data 
in Figure 1 show that for none of the reference-class chambers considered the deviations 
between literature data and TRS-398 or between scanned and scattered beams are significant. 

 
Figure 1.  Experimental and MC calculated kQ values (symbols with uncertainty bars) 

extracted from the literature [6-10] compared with kQ values in TRS-398 (horizontal lines 
with boxes as uncertainty intervals) for Farmer type chambers (left group of data) and plane-
parallel chambers (right group of data). MC calculated data points and those that pertain to 

scanned beams are marked. Uncertainties in this figure are expressed at 95% confidence 
level based on published information. 

For cyclotron and synchrotron beams, ion recombination behaves as for continuous beams but 
synchrocyclotron beams behave as pulsed beams with substantial recombination losses [11]. 
Counteracting this by increasing the operating voltage brings the chamber in charge 
multiplication regime making the application of the two-voltage method invalid. One should 
thus be careful when applying this method and if necessary acquire a full Jaffé plot [11]. 

CONCLUSIONS 

This contribution reviews information on calibration methods, beam quality correction factors, 
gradient corrections and ion recombination for scanned proton beams that contributes to the 
revision of the proton dosimetry chapter in the revision of TRS-398 [4]. 
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BACKGROUND 

Calorimetry is the only fundamental method for measuring the quantity absorbed dose 
according to its definition. A calorimeter directly measures the temperature rise resulting from 
irradiation in an absorber (core), assuming all the energy deposited in a material appears as 
heat [1]. The National Physical Laboratory (NPL) has considerable expertise in graphite 
calorimetry, which offers a number of advantages (such as higher sensitivity) compared to 
calorimetry in water [2, 3]. NPL is currently commissioning a new graphite calorimeter as a 
primary standard of absorbed dose to water for clinical proton beams that is robust and portable 
enough to be used in the end-user facility. The aim is to achieve an uncertainty on reference 
dosimetry for protons of around 2% (at 95% confidence level), which is approximately half the 
estimated uncertainty for calibrations based on IAEA TRS-398 [4]. In this work, Monte Carlo 
calculated correction factors required to obtain absorbed dose to graphite from a calorimeter 
measurement in a range of monoenergetic and clinical proton beams and their uncertainty are 
determined. 

METHODS 

Monte Carlo (MC) simulations were developed with TOPAS (v3.1) [5], based on the Geant4 
toolkit, to determine the non-graphite (knon-g), gap (kgap) and volume averaging (kvol) correction 
factors for the calorimeter using a series of simulation geometries. knon-g corrects for the 
presence of non-graphite materials in the core, kgap for the presence of vacuum gaps and kvol 
converts the mean absorbed dose in the graphite core to the absorbed dose in a point located at 
the centre of the core. kgap and kvol were determined for a range of monoenergetic proton 
energies between 60 MeV and 230 MeV, and for clinical SOBPs, such as, the standard test 
volume recommended in the draft IPEM Code of Practice for high energy scanned beams and 
for the fully modulated passively scattered beam (62 MeV) at the Clatterbridge Cancer Centre 
(CCC), UK. The STV in scanned beams for reference dosimetry is a 10x10x10 cm3 dose 
volume centred at 15 g cm-2 depth in water. To create this volume, a MATLAB script was used 
to optimize the weight of the individual beamlets (previously obtained with TOPAS) to achieve 
the required depth profile (<0.5% uniformity in the SOBP region). A similar technique was 
used for the fixed energy passively scattered CCC beam but here the weights of individual 
beamlets obtained with energy degraders of different thickness were optimized to achieve the 
required fully modulated SOBP. 
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Figure 1.  kgap and kvol corrections calculated for 5 monoenergetic proton energies 

RESULTS 

Figure 1 shows kgap and kvol corrections calculated for 5 monoenergetic proton energies at a 
measurement depth of 2.0 g cm-2, for a 3 cm beam diameter and a larger beam diameter such 
that lateral charged particle equilibrium (LCPE) is achieved. kgap increases with energy by up 
to 0.8% above unity for a 3 cm beam diameter, while with larger beam diameters kgap is within 
0.1% of unity for all energies. kvol varies from 0.3% below unity at 60 MeV to 0.3% above 
unity at 230 MeV with no significant dependence on beam diameter. For the two clinical 
SOBPs, kgap , kvol and knon-g were found to be within 0.1% of unity in nearly all cases. However, 
kvol for the CCC beam was found to be significantly larger in absolute terms (around 2.6% 
lower than unity), due to the presence of alignment cross-hairs and some radial beam non-
uniformity. 

CONCLUSIONS 

For the new NPL proton calorimeter, kgap is close to unity for monoenergetic proton beams 
when LCPE is achieved while kvol is dependent on beam energy (changing by 0.6% between 
60 and 230 MeV), which was found to be mainly a result of a perturbation of the distribution 
of secondary protons generated in non-elastic nuclear interactions. For clinical SOBPs, all 
correction factors are close to unity which is ideal for reference dosimetry. A detailed and 
validated MC model for the CCC beamline has also been developed. In particular for the CCC 
SOBP, larger values have been found for kvol , whose value is sensitive to the spatial dose 
distribution non-uniformity due to the presence of passive elements in the beamline. These 
results will significantly contribute to the establishment of the NPL graphite calorimeter as a 
primary standard in proton therapy. 
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BACKGROUND 

The growing interest in Light Ion Beam Therapy (LIBT) has fostered the efforts to raise the 
accuracy of ion beam dosimetry to the same level as conventional radiotherapy. Dosimetric 
measurements are mostly performed with ionization chambers due to their small energy and 
LET dependence. Solid-state detectors remain a good alternative due to the possibility of 
reducing the scoring volume down to sub-millimeter size, but specific methods must be 
implemented to account for their relative effectiveness (RE). Consistency in dosimetry is 
achieved by adopting water as a reference material, as well as by using a common formalism. 

To derive dose to water from the detector signal, it is necessary to take into account the water-
to-medium stopping power ratio (sw,med) and the RE of the dosimeter. Both quantities need to 
be integrated over the complete particle spectrum. Monte Carlo (MC) codes are useful tools 
for the calculation of the sw,med and RE fluence-weighted integrals. The aim of this work is to 
determine those quantities in clinically relevant conditions for scanned proton and carbon ion 
beams. The following detectors have been considered: ionization chambers, alanine detectors, 
films and optically stimulated luminescent detectors (OSLD). In particular, this work intends 
to support end-to-end testing activities, where the entire clinical workflow is executed using 
homogeneous and anthropomorphic phantoms. 

METHODS 

The GATE [1] MC simulation platform based on GEANT4 [2] has been used. An analytical 
expression for the sw,med was determined as a function of the energy deposition scored by 
GATE/Geant4 and the water and medium mass stopping powers of the particle. This expression 
is equivalent to the Spencer-Attix equation [3]. The sw,med is calculated as the ratio of the 
computed dose to water and the dose to medium. A new tool for the computation of the RE 
was implemented. It makes use of the RE tables of the detector as a function of energy for the 
different particle types present [4]. The next step after the implementation of the simulation 
tools will be the comparison of the dose distributions corrected by the sw,alanine and REalanine and 
the dosimetric data obtained with ionization chambers and alanine pellets during the medical 
commissioning and end-to-end testing activities of the proton beam line at MedAustron [5]. 
Additionally, REalanine results from GATE simulations will also be compared with those from 
the RayStation v5.99.50 Treatment Planning System (TPS). 

RESULTS 

The distribution of sw,air was computed in a water volume for different radiation plans using 
scanned proton beam. An average value of 1.13 for sw,air was obtained with a systematic 
increase of 2% towards the distal edge. The sw,det was also computed for different detector 
media in water. For alanine and aluminium oxide (Al2O3), the sw,med is varying by up to 2% 
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and 10%, respectively, over the depth-dose profile. The RE for a homogeneous dose 
distribution in water was computed for alanine detectors to verify the capability of the new 
implemented GATE tool (Figure 1). 

 

Figure 1. 2D distribution of the REalanine calculated with GATE for a homogeneous dose plan 
in water using scanned proton pencil beams. Continuous lines represent isodose levels. 

CONCLUSIONS 

The capabilities of GATE/Geant4 for the determination of sw,det have been demonstrated. The 
method was shown to be equivalent to the Spencer-Attix cavity theory. The validation of the 
sw,alanine and REalanine calculation for protons beams will be completed during the first quarter 
of 2019. By then, experimental data from the medical commissioning of the carbon ion beam 
line are expected to be available. A similar validation methodology as for proton beams will 
be applied. 
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BACKGROUND 

Radiotherapy with heavy ion beam is playing an important role in clinical therapy due to its 
physical characteristics [1]. The absorbed-dose to water of heavy ion beam is traced back to 
the 60Co γ radiation standard based on the relevant technical protocol [2]. The uncertainty of 
correction for the beam factor kQ between 60Co γ and heavy ion beam is quite lager than that in 
other radiotherapy cases, such as high energy photon beam [3]. This is mainly owing to the 
lack of experimental result of the factor kQ, therefore, only the theoretical calculation is applied 
[4]. 

Since 2014, the Linac dosimetry group in National Institute of Metrology of China (NIM) has 
been engaged in the absolute measurement study with a water calorimeter. The research for the 
absorbed-dose to water of the charged particles (electron, proton, heavy ion) is being put 
forward. In the present work, the absorbed-dose to water of a 12C ion beam with the energy per 
atomic mass 400 MeV/u was studied based on a conventional ionometric method, the work 
reported here is motivated by the rapid-developing radiotherapy with heavy ion beams and as 
a pre-study for the upcoming absolute measurement. 

METHODS 

The experiment was carried out at a horizontal heavy ion terminal, where a 12C ion beam was 
produced by a heavy ion research facility. The delivered energy to the terminal was (400±0.4) 
MeV/u and beam intensity was 1.5 nA, a typical heavy ion beam for radiotherapy. 

A water phantom with the volume of 30 cm×30 cm×30 cm was installed at the iso-center 
position. The water phantom is made in PMMA and the front window is processed into a 
thickness of (2.6±0.1) mm. During the experiment, 4 ionization chambers were used to 
accumulate data one after another. The product number of the ionization chambers is FC65-G 
1736, TW34001-2412, TW30013-4678 and TW30013-9166, among them FC65-G and 
TW30013 are cylindrical type chambers and TW34001 belongs to parallel-plate chamber. The 
calibration factors ND,W of the 4 chambers are traced back to the primary standard of absorbed 
dose to water of 60Co γ radiation and the beam quality factors kQ are currently recommended 
ones. 

The polarity and recombination are the basic characteristics for the chambers under a certain 
beam condition. In heavy ion case, typical physical processes such as the space-charge effect 
can result in a more complicated scenario. Consequently, the above issues for the relevant 
chambers in the present work were evaluated under heavy ion beam condition. 
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RESULTS 

The absorbed-dose to water Dw of heavy ion based on this work can be deduced through 

𝐷𝐷𝑤𝑤 = 𝑀𝑀 ∙ 𝑘𝑘𝑓𝑓𝑐𝑐𝑓𝑓𝑐𝑐 ∙ 𝑘𝑘𝑇𝑇𝑇𝑇 ∙ 𝑘𝑘𝑝𝑝𝑝𝑝𝑐𝑐 ∙ 𝑘𝑘𝑄𝑄 ∙ 𝑘𝑘𝑄𝑄𝑐𝑐𝑐𝑐𝑐𝑐 ∙ 𝑁𝑁𝐷𝐷,𝑤𝑤 ∙ 𝑘𝑘𝑄𝑄, 

where M is the original result (the integrated charge from the 6517B electrometer), kelec is the 
correction for the electrometer (since the main purpose of this work is to compare the results 
from the ionization chambers, it is feasible to consider kelec as 1), kTP corrects the air density 
refer to 293.15 K and 101.325 kPa. Other corrections including the polarization(kpol), the 
recombination (𝑘𝑘𝑄𝑄𝑐𝑐𝑐𝑐𝑄𝑄 and ks) have been evaluated in this work. The normalized Dw from the 
FC65-G 1736 and other chambers are listed in Table 1, in which the number of incident 12C 
ions is a simultaneous feedback from the heavy ion research facility. 

The discrepancy of the results in Table 1 is approximately 0.7%, which is far smaller than the 
currently recommended uncertainty (3%) for the absorbed-dose to water of heavy ion. 

Table 1.  Absorbed dose to water of heavy ion measured by the chambers. 

Chamber Dw (Gy/incident 12C ions) 
FC65-G 1736 8.872×10-8 
TW30013-4678 8.855×10-8 
TW30013-9166 8.853×10-8 
TW34001-2412 8.737×10-8 

 

CONCLUSIONS 

A study for the absorbed-dose to water of a 400 MeV/u 12C heavy ion was conducted with the 
ionometric method. The corrections were also evaluated under the corresponding heavy ion 
condition. The results from different ionization chambers agree well within uncertainty, or in 
other words, the dissemination for the absorbed-dose to water of heavy ion by the different 
type of conventional dosimeters is basically stable. 
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BACKGROUND 

This work presents MedAustron’s experience with two independent methods to calibrate the 
beam monitor in synchrotron-generated scanned proton beams [1]. One is based on a dose 
determination with an ionization chamber for a single-energy pencil beam using a single-layer 
scanned field. The second is based on the determination of dose-area-product to water (DAPw) 
for a single-energy static spot using a large-area ionization chamber (LAIC). 

METHODS 

1. Beam monitor calibration in terms of number of protons 

Unlike scattered particle beam systems, where the monitor is usually calibrated in terms of 
absorbed dose in a large field, in scanned beam monitors are calibrated in terms of the number 
of particles, Np, or its dose equivalent, DAPw [1,2]. Np was derived from DAPw dividing by the 
mean water stopping power at the reference depth per incident proton [1,6]. To guarantee 
measurements in a sufficiently low depth dose gradient, the reference depth was 1.4 cm for 
energies below 100 MeV and 2.0 cm depth for energies of 100 MeV and above. 

2. Measurement in a single-energy pencil beam using a single-layer scanned field 

A Roos-type plane-parallel ionization chamber was cross-calibrated in terms of absorbed dose 
to water against a Farmer-type chamber at 2 cm depth in a 179.2 MeV single-energy pencil 
beam using single-layer scanned field. The absorbed dose to water was determined in nine 
representative calibration energies, at the shallow reference depth with the cross-calibrated 
Roos chamber, by applying the formalism and data from IAEA TRS-398 based on the residual 
range of the measurement point [3]. DAPw is derived from determined absorbed dose to water 
by multiplication with the product of the spot spacing in both scan directions [6]. 

3. Measurement with a LAIC in a single-energy static spot 

LAIC - Bragg peak chamber (BPC) PTW 34070 was cross-calibrated in terms of absorbed 
water against Farmer-type chamber at 2 cm depth in a 179.2 MeV single-energy pencil beam 
using single-layer scanned field, large enough to cover the area of the BPC. A direct application 
of TRS-398 is not possible for the determination of DAPw since no beam quality correction 
factors, κQ,Qo has been reported for BPC  chambers. In this work, κQ,Qo for protons with respect 
to electron and photon beams was theoretically established [1] and experimentally validated 
[5]. To make both methods comparable, the same energies and calibration depths were used.  
The determination of the DAPw with the BPC does not require the scanned beam, however, 
additional efforts need to be taken in the characterization of this type of chambers. In this 
particular case, a non-uniformity response correction factor over the area of the BPC of 3.2% 
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was applied [4]. This correction was needed because the BPC is cross-calibrated in a large field 
and used in a small field. 

RESULTS 

The total Np per count of one of the beam monitors using both methods as a function of energy 
is shown in Figure 1. The total combined relative standard uncertainties on Np were 2.5% and 
4.1% for the single-energy layer and the single-energy spot methods, respectively. The 
differences between both methods were within 1.4%. 

 
Figure 1.  Number of particles per count as a function of nominal proton energy. 

CONCLUSIONS 

The large combined relative standard uncertainty (4.1%) for single-energy spot method with 
respect to single energy method is mainly coming from the inhomogeneity of BPC response, 
which was established in 3.2% [4] for the BPC used in this study. However, even considering 
the non-negligible inhomogeneity of BPC response, the two methods were compared and 
agreed within uncertainties showing that, both, the single-energy layer and single-energy spot 
methods can be applied. The advantage of the single-energy layer method is the use of well-
characterized ionization chambers while the long irradiation time per reading and the required 
accuracy on the spot spacing are disadvantages. The single-energy spot method has the 
advantages of providing a direct determination of DAPw and fast (spill-per-spill) measurements 
while it has the disadvantages of lacking the data in the literature, the unavailability of DAPw 
calibrations at standards labs and the inherent non-uniformity of chambers over their sensitive 
detection area. 
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BACKGROUND 

Reference dosimetry for carbon ion beams relies on calibrated ionization chamber 
measurements and dose-to-water-based protocols. Since no primary standard for carbon beams 
exists, the most prominent code of practice – IAEA’s TRS-398 [1] – defines the relation 
between dose to water and charge measured by an ionization chamber by means of beam 
quality correction factors kQ. 

The recent update of dosimetric key data by the ‘International Commission on Radiation Units 
and Measurements’ [2] impacts the computation of kQ factors via changes of several key data, 
such as the the mean excitation energies I which enters the stopping power computation for 
water and air, the computation procedure itself, the average energy expended in the production 
of an ion pair in air, W/e, and the chamber perturbation factors. Andreo et al. [3] estimated the 
effect of the new key data on the beam quality correction factors to be -0.5 %, and on the 
stopping power ratios for carbon ions water to air sw,air -0.4 % - mainly due to the changes in I-
values. An accurate assessment of sw,air in reference conditions with new recommendation is 
necessary to update the dosimetry protocols for carbon ion beams. 

This contribution presents an evaluation of the impact of the updated key quantities on the 
stopping power ratio sw,air and the kQ factors for carbon ion beams in different reference 
conditions. In addition, recommendation of new values of sw,air are presented. 

METHODS 

Monte-Carlo radiation transport simulations using the Geant4 toolkit [4] were used to compute 
stopping-power ratio water to air for carbon ion beams.  In order to use the new 
recommendations of I values for water and air in the ICRU Report 90 [2], the published tables 
for protons, alpha particles and carbon ions were implemented in the Geant4. In addition, as 
carbon ions penetrating matter produce a variety of fragments, tables of stopping power for ion 
species not covered in the ICRU Report 90 were also generated. 

Different reference conditions were considered for the calculation of sw,air, namely, 
monoenergetic carbon ion beams with residual range in water varying from 3 to 30 cm, and 
spread-out Bragg peaks (SOBP) of different widths and depths in water. The stopping power 
ratios as a function of depth were computed by simulating the irradiation of a 50x50x50 cm3 
water phantom divided in 0.25 mm-thick slabs in depth. The residual range Rres of the beam 
was used as a beam quality specifier allowing to parametrize the dependence of sw,air on the 
beam quality. In particular, for monoenergetic carbon ion beams, the depth 1 g cm-2 was used 
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as reference condition to compute Rres, while the position of the center of the SOBP was used 
to compute Rres for the SOBP beams. 

The stopping power ratio obtained with the updated key data was then applied to assess the 
impact on the beam quality correction factors kQ available in the literature for a variety of 
ionization chambers. 

RESULTS 

The sw,air at the reference depth of 1 g cm-2 in water for the reference conditions of pristine 
carbon ion beams evaluated in this study fall into a (−0.07 %,+0.12 %) interval around 
sw,air = 1.1247. As for the reference conditions of the center of physically optimized SOBPs, 
sw,air fall into a (−0.09 %,+0.18 %) interval around sw,air = 1.1274. 

However, if a single constant sw,air is used as recommended in TRS398, an average between 
the values representative for pristine and for physically optimized SOBP configurations should 
be used, which is 1.126. All values obtained in this study fall into a (−0.2 %, +0.3 %) interval 
around this value. The change of −0.4 % with respect to the recommended value of 1.130 in 
TRS398 is in agreement with the statements given in ICRU Report 90. 

Eventually, a parameterization can be employed to model the dependence of sw,air on the 
specific beam situation. 

The updated beam quality factors agreed better with experimental data for cylindrical chambers 
[5], especially where updated Co-60 perturbation factors were available. For plane-parallel 
chambers, however, discrepancies up to 2 % were found which require further investigation. 

CONCLUSIONS 

This contribution provides a detailed assessment of the impact of the update of dosimetric key 
data on the stopping-power ratio and beam quality correction factors. 
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BACKGROUND 

The IAEA TRS 398 [1] has been adopted as the standard protocol for reference dosimetry in 
proton beams [2]. It recommends the use of an ionization chamber with a calibration coefficient 
in terms of absorbed dose to water traceable to standards laboratories. For proton beams, 
reference dosimetry is performed based on calibrations in cobalt-60 beams because primary 
standards laboratories have not yet established a calibration service for the direct determination 
of dose in proton beams. The aim of this study was to independently compare the response of 
user ionisation chambers against NPL reference ionisation chambers following 
recommendations of the IAEA TRS 398 [1] in a low-energy passively-scattered proton beam 
and in two high-energy proton scanned pencil beams. 

METHODS 

Measurements were performed at three clinical facilities: the 62 MeV proton cyclotron at the 
Clatterbridge Cancer Centre (CCC), UK, the 250 MeV proton cyclotron at The Christie, UK, 
and the Danish Centre of Particle Therapy (DCPT), Denmark. In the low-energy proton beam, 
measurements were made in a full-modulated beam, using a collimator size of 3 cm. The dose 
per monitor unit determined by seven NPL ionization chambers was derived. Additionally, six 
user ionization chambers were cross-calibrated in the proton beam against NPL reference 
chambers and calibrations were compared with those used in the clinic. In the high-energy 
proton facilities, measurements were performed using a single layer scanned field with a size 
of 10 x 10 cm2, equidistant lateral spot spacing and equal number of MUs delivered for each 
spot, for 19 representative energies ranging from 70 MeV to 245 MeV. All ionisation chambers 
were positioned with their reference point at the isocentre and at a water-equivalent depth of 2 
cm. Measurements were also performed in three composite fields of a 10 x 10 x 10 cm3 
homogenous dose volumes centred at a depth of 10 cm, 15 cm and 25 cm deep in water, 
respectively, centred at the isocentre, using two NPL PTW Roos ionisation chambers, and the 
determined dose was compared with the prescribed dose. Ionisation chamber readings were 
corrected for influence quantities, with particular attention to ion recombination corrections. 
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RESULTS 

For the measurements performed in the CCC low-energy proton beam, the ratio between the 
dose per monitor unit derived for each individual chamber to that of the mean of all chambers 
was generally within 2%. There was good agreement between the ratio of the NPL cross-
calibration coefficients and their individual calibration coefficients for protons derived from 
the IAEA TRS-398 [1] data. The ratio between the CCC calibration coefficients and the NPL 
cross-calibration coefficients was overall within 2% and differences were dependent on the 
type of cross-calibrated chamber used. 

For the measurements conducted in the high-energy proton beams for the single-energy layers, 
the results performed by NPL and those calculated previously by the proton facilities agreed 
better than 1% and similar results were found in the homogenous dose volumes in comparison 
with the prescribed dose. 

With regard to ion recombination corrections, the two-voltage method for continuous beams 
slightly underestimated the recombination correction because the effect of initial 
recombination is not included in the model, confirming earlier findings by Palmans et al. [3]. 

CONCLUSIONS 

This ionisation chamber intercomparison study showed good agreement between the results 
acquired by NPL and the proton facilities where the use of a dedicated chamber type ensured 
consistency in the dosimetry between the different centres. It was found that centres apply ion 
recombination corrections differently and further clarification on how this should be done 
would be desirable in future codes of practices to ensure consistency between centres. 
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BACKGROUND 

Large number of studies have been conducted that examines the interdependence between 
energy and range for electrons with energies ranging from keV's to MeV's. However, the 
quantitative description of low-energy electron transport is a complex problem, especially due 
to the fact that there are not reliable data available for cross sections of the different possible 
types of electron interactions with matter [1]. Since the analytic models of electron transport 
are incomplete which presents difficulties to present any solution, Monte Carlo codes have 
been adopted as an alternative for these approaches and are used extensively nowadays [1-3]. 
Studies shown that the low-energy electrons particularly the Auger electrons and Coster-
Kronig (CK) electrons from emitters located inside biological tissues may lead to severe 
damages in cellular and subcellular levels because as the energy of electron decreases the 
Linear Energy Transfer (LET) increases [4-7]. Thus, there is a special interest in the 
determination of the relationship between initial energy and range of electrons despite of the 
fact that the ionizing radiation transfer energy to the medium predominantly through the 
interaction of low-energy secondary electrons produced in the material [1]. The main goal of 
this work is to evaluate low-energy electrons range to future studies of the extent to which these 
electrons, set in motion around the radiation path, could induce direct damage to the DNA of 
living cells. 

METHODS 

This work investigated electrons with energy ranging from 1 and 50 keV. An isotropic 
monoenergetic source of electron was located inside a semi-infinite homogeneous equivalent 
tissue medium. Composition of tissue medium was taken similar to that provided by the 
International Commission on Radiation Protection (ICRP) as soft tissue [8]. The simulations 
were performed using the Monte Carlo PENELOPE code [9]. It is able to simulate the tracks 
of low energy electrons and photons up to 100 eV. According to AAPM Task Group 25 [10] 
on clinical electron-beam dosimetry different definitions of range are introduced to measure 
the quality of electron beam, since these definitions lose their meaning when it comes to low-
energy electrons. Therefore, in this work we considered five parameters to measure the range 
of low energy electrons: the sum of all electron displacements, R; the sum of the displacements 
in which 90% of the initial energy of the electron is absorbed, R90; and the same for 95% of its 
initial energy, R95; the projection of the maximum distance reached by the electron on the 
incidence direction, Rproj; and the distance between the initial and final points, total 
displacement (TD). From the information about the history of each simulated particle, as the 
position in which interactions occurred, type of interaction, energy deposited in each event, 
direction of deflection, etc., these ranges were calculated. 
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RESULTS 

The calculated ranges as defined in this work, R, R90 e R95; projected range, Rproj, and total 
displacement, TD, is presented in Table 1. 

Table 1 – 1 and 50 keV electron’s range. 

Energy (keV) R (cm) R90 (cm) R95 (cm) Rproj (cm) DT (cm) 
50 4.39E-03 2.44E-03 2.84E-03 1.70E-03 3.03E-03 
1 5.19E-06 2.84E-06 3.37E-06 1.95E-06 3.42E-06 

 

The path length, R, is greater than all other parameters. The Rproj is the least of them. The ranges 
TD and R95 have comparable values. The difference between the Rproj and the R ranges is 
approximately 60%, so the depth of electron penetration is approximately 40% of the electron 
trajectory size. The 50 keV path length, R, is approximately equal to the cell diameter. In search 
of the most appropriate concept for electron range that can relate the damage occurring at the 
cellular level, one has to look for electrons of lower energy. Such as 1 keV path length, R, 
which is of the order of one-hundredth of the cell diameter. 

CONCLUSIONS 

In this work, it was studied the range in biological tissue for electrons with 1 and 50 keV using 
Monte Carlo PENELOPE code. The path length, R, is a good estimate for the trajectory size. 
Being equal to the total length of the electron trajectory, R can be taken as an upper limit in 
determining ranges. 
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BACKGROUND 

Since early 1960s computational and mathematical models are used to describe complex 
biophysical processes associated with radiation induced cell death, as the earliest applications 
of molecular biology techniques to radiation biology. Most of these studies focuses on 
radioactive isotopes of iodine, particularly I-123, I-125 and exploring the potential of Auger 
electrons [1, 2, 3]. From these studies it can be concluded as Auger electrons and Coster-Kronig 
(CK) electrons has LET value equivalent to heavy charged particles, which make them good 
candidate for targeted radiation therapy or tumor therapy using radioactive nanoparticles [4, 
5]. Here, we have investigated various microdosimetric parameters for I-123 using GEANT4-
DNA such as average energy deposited, S- value, and Dose Point Kernel (DPK) and compared 
them with literature [3]. I-123 is used mainly in nuclear medicine because of its ideal γ -ray 
energy (159 keV) and relatively short half-life (13 .2 h). The decay of I-123 is, however, also 
associated with the production of Auger electrons (14% decay by Electron Capture). These low 
energy particles (< 500 eV) have a very short range in tissue (< 25 nm) (International 
Commission on Radiological Protection 1983) and as a result induce biological damage similar 
to that of high linear energy transfer radiations such as 5 MeV α-particles, provided that the 
isotope is allowed to decay within the cell nucleus [6]. The main objective of this work is to 
reproduce the geometric model and results found on the H Fourie et al., 2014 [3]. This very 
first validation is as an exercise to learn the main features of GEANT4-DNA project and then 
go for more complex structures and simulations on the field of nanodosimetry. 

METHODS 

Geant4.10.04.p02 simulation toolkit, which inherits Geant4-DNA project in it, was used in this 
work. The geometry of cell was defined using DetectorConstruction initialization file. Cells 
with radius 6 µm (resembling Chinese hamster ovary (CHO-K1) cells) and with a nucleus of 
radius 5 µm (resembling human lymphocytes) were modeled. In order to keep the model 
realistic four spheres (cell envelope, cytoplasm, nucleus envelope and the nucleus core) were 
defined using G4Orb method. Cell envelope and nucleus envelope were composed of ICRU 
soft tissue equivalent (G4_TISSUE_SOFT_ICRU−4) material while cytoplasm and nucleus 
core was composed of unit density water (G4 W AT ER) and were placed inside spherical world 
volume filled with water. A neutral, stationary, unexcited I53 atom was randomly situated 
within the nucleus core, cytoplasm, cell or one neighbor cell away and microdosimetric 
quantities such as energy deposited, S-value and radial energy deposited (DPK) were study. 

RESULTS 

Maximum value to energy deposition, S-value and radial energy deposition was obtained when 
calculating them inside the nucleus. Due to the low energy the particles couldn't get outside of 
the nucleus or few of them reached the cytoplasm of the cell. Similar pattern of energy 
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deposition was obtained as quoted in literature. Underestimation in values was observed in 
comparison to the data available in literature. 

CONCLUSIONS 

This paper reports the validation of the geometry and simulation on I53 atom was randomly 
distributed in the nucleus of the cell by calculating the energy deposited, S-value and radial 
energy deposited. The results were compared to the literature and the variations are within the 
expected. 
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BACKGROUND 

Inorganic scintillation detectors (ISDs) are a source of interest for relative measurements in a 
wide range of X-ray beams [1]. Their small dimensions and the possibility to produce real-time 
readings, makes them attractive for measurements in small fields. A commercially available 
detector for in vivo dosimetry, DoseWire (DoseVue N.V, Belgium), was characterized with 
medium energy X-rays. The present study evaluates the possibilities of its use for relative 
measurements in small animal irradiators. 

METHODS 

Three DoseWire detectors with 5 m, 10 m and 1 m fibre length (Figure 1), were characterized. 
Several medium energy X-ray beam qualities, generated at the NPL’s radiation facility, were 
used to asses a range of dosimetric characteristics of the detectors: dose rate and beam quality 
dependence, linearity, repeatability and short term reproducibility. Energy dependence of the 
detector was evaluated by comparison to measurements with a secondary standard ionization 
chamber by measuring dose at 2 cm depth in four different beam qualities. Detector’s response 
with dose rate was evaluated by changing the beam fluence rate. 

 
Figure 1.  DoseWire detectors: 1 m, 5 m and 10 m fiber length. 

A 60Co Theratron 780 unit was used to evaluate the long term reproducibility associated with 
radiation damage effects, caused by the extended exposure to ionizing radiation. A similar 
procedure to the one for the W1 Exradin plastic scintillator [2] was developed. A PMMA plate, 
that allows for the detector to be accurately and reproducibly positioned, was designed with 
the objective to perform irradiations in repeatable reference conditions in the 60Co unit at NPL. 

The angular response of the detector was evaluated with a small animal radiation research 
platform (SARRP, Xstrahl). Directional dependence was characterized by rotating the detector 
along its longitudinal axis and also by varying the radiation incidence angle in the polar 
direction. SARRP Output Factors (OPF) for all the available collimators were measured. 
Additionally, a temperature controlled water bath was used to assess detector’s response with 
varying temperature. 
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RESULTS 

Signal for the more penetrating beam quality (HVL 4 mm Cu) shown the worse short term 
reproducibility, with the larger coefficient of variation for the given series of measurements 
(0.76%). A coefficient of regression, R=1.0, was found for a linear fitting of monitor units 
(MU) versus detector signal and for all beam qualities (dose levels ranging from 0 to 240 MU). 
The detector response (normalized at the largest dose rate for a given beam quality) varies less 
than 2% with respect to dose rate variation in the range from 2 cGy/min to 15 cGy/min. 

The position of the detector inside the encapsulation is critical for the angular dependence of 
the detectors. There was a very small variation of the response of the scintillator with the gantry 
rotating perpendicular to the detector axis (less than 0.5%). Due to the semispherical shape of 
the detectors, there are limitations for its use when the gantry rotates parallel to the detector’s 
polar axis outside the 290 to 70 degrees range. 

There was no temperature dependence on the response of the scintillators (temperature range 
from 17 to 28 oC). 

For SARRP collimators down up to 3 mm equivalent square, OPFs agree with film 
measurements within 4%. For the smaller applicators (Ø 1 mm and 0.5 mm), difference with 
films are larger than 10%. Comparison with published data show large spread between 
institutions for the smaller collimators [3-4]. 

Table 1 summarizes the variation of the scintillator response with beam quality for the 1 m 
fibre detector. The results are presented as correction factors to the measured signal. 

Table 1.  Correction factors (kq) for DoseWire (1 m fibre). 

kV mA HVL (mmCu) kq x E+05 (Signal/Gy) 
135 10.1 0.5 3.98±0.003 
180 10.1 1.0 2.56±0.006 
220 10.1 2.0 1.36±0.005 
280 10.1 4.0 0.46±0.002 

 

CONCLUSIONS 

DoseWire is a suitable detector for relative measurements in small animal irradiators with 
collimators larger than 1 mm equivalent square. A cross calibration on the users beam quality 
is recommended. 
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BACKGROUND 

The lack of suitable dosimetry protocols, coupled with the increasing complexity of pre-clinical 
irradiation platforms, undermines confidence in preclinical studies and represents a serious 
obstacle in the translation to clinical practice. To accurately measure output of a pre-clinical 
radiotherapy unit, appropriate Codes of Practice (CoP) for medium energy X-rays need to be 
used [1]. However, determination of absorbed dose to water (Dw) relies on application of 
backscatter factor (Bw) employing in-air method or carrying out in-phantom measurement at 
the reference depth of 2 cm in a full scatter condition. The full scatter conditions require the 
size of the phantom extending outside the beam edges and have been recommended to be at 
least 30 × 30 × 30 cm3 [1]. In most of the instances in pre-clinical irradiators the full scatter 
conditions cannot be fulfilled and, moreover, are not adequate to geometries used in pre-clinical 
practice (Figure 1). Therefore, additional recommendations to the existing CoP are required to 
accurately determine the dose rate (beam output) relevant to irradiation configurations in pre-
clinical radiation research. 

 

Figure 1. The conceptual difference between reference conditions recommended by the CoP 
(A) and the irradiation geometries typically used in pre-clinical research (B). 

METHODS 

Monte Carlo (MC) simulations employing the DOSRZnrc user code, that forms part of the 
EGSnrc system, were used to calculate the effects of lack of full lateral and backscatter 
conditions in pre-clinical irradiators. The photon and electron transport cut-off energies were 
both set to 10 keV. The low energy photon processes, i.e. bound Compton scattering, Rayleigh 
scattering and atomic relaxations were included in the simulations. Four different beam spectra, 
corresponding to 0.5, 1, 2 and 4 mm of Cu half-value layer (HVL) were simulated. The effect 
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of lack of lateral scatter has been accessed by modelling a cylindrical phantom and scoring the 
dose for decreasing the phantom diameter from 30 cm down to 1 cm. The lack of full 
backscatter has been assessed by decreasing the thickness of the underlying water from 30 cm 
down to 1 cm. The Dw has been assessed at 1 mm depth (i.e. Dw,z=1mm), rather than at the surface, 
to model typical irradiations of monolayer cell cultures, accounting for the presence of tissue 
culture medium. The lack of lateral- and backscatter on the calculated beam output has been 
assessed for various beam sizes. Additionally, the effect of SSD on the dose rate has been 
evaluated using the inverse-square law. 

RESULTS 

The MC simulations for investigated beam qualities (0.5 - 4 mm Cu) have shown that Dw 
quantity is highly dependent on the thickness of backscatter material (here water). Table 1 
shows the change of the beam output (Dw,z=1mm) for 4 mm of Cu HVL as a function of the 
thickness of underlying material and field size. If the output of a 30 cm diameter field is 
assessed in full scatter conditions and irradiations of cell monolayers are performed under 1 
cm backscatter, a 20% correction to the beam output is required to accurately account for the 
decrease of the dose rate. This correction decreases with HVL and field size. Similarly, the lack 
of full lateral scatter has an effect on Dw,z=1mm, particularly for a large field size and the required 
correction can reach a few percent when small samples are used. 

Table 1. The effect of lack of full backscatter conditions on 4 mm Cu beam output (Dw,z=1mm). 

Backscatter 
thickness [cm] 

Beam diameter 
5 cm 10 cm 20 cm 30 cm 

Output relative to full scatter condition [%] 
30 100.0 100.0 100.0 100.0 
10 99.7 99.9 98.3 97.6 
5 99.1 97.8 94.3 92.2 
2 97.1 93.4 87.5 84.2 
1 94.9 89.9 83.0 79.5 

The source-surface distance (SSD) is also a critical parameter having an effect on the beam 
output. For instance, the change of SSD from 30 cm to 30.5 cm confers a > 3% decrease in the 
dose rate. It is therefore, important to carefully assess the distance of a source to the irradiated 
sample. 

CONCLUSIONS 

Measurement of the beam output in pre-clinical irradiators is often challenging due to the 
unfeasibility of achieving the full scatter conditions required to directly employ the CoP for the 
determination of Dw. Additionally, realization of full scatter conditions is often unrealistic as it 
is far from the irradiation setups used in practice. It is therefore essential to either (i) apply 
correction factors to account for the differences in the determination of the beam output 
between the full scatter and actual irradiation conditions or (ii) to carry out measurements in 
conditions that most closely represent experimental geometries employing a well-characterized 
detector. Datasets enabling accurate determination of correction factors together with a set of 
recommendations should be published to enable the research community to carry out accurate 
dosimetry in pre-clinical radiation research. 
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BACKGROUND 
The international standardization organization ISO develops standards in the field of 
radiological protection for more than thirty years. 
Within ISO/TC 85 Nuclear energy, nuclear technologies and radiological protection, 
subcommittee SC 2 develops standards to improve radiation protection for individuals 
(workers, patients, members of the public) and in the environment in various exposure 
situations to ionizing radiations, planned, existing or emergency situations, linked to medical, 
nuclear, industrial or research activities and natural radiation sources (radon, cosmic radiation). 
In the medical field, the development of new standards meets the increasing need for guidelines 
and protocols. It includes standards for external and internal individual monitoring of the staff, 
for patient dosimetry and related protocols in clinical applications and for shielding systems. 
STANDARDS FOR OCCUPATIONAL INTERNAL DOSIMETRY 
Two general standards, developed for the monitoring of occupational internal dosimetry in all 
activities, are applicable to the staff involved in the medical use of ionizing radiation: ISO 
20553:2006 “Radiation protection - Monitoring of workers occupationally exposed to a risk of 
internal contamination with radioactive material” and ISO 27048:2011 “Radiation protection -
- Dose assessment for the monitoring of workers for internal radiation exposure”. 
ISO 20553 offers guidance for the decision whether a monitoring programme is required for 
workers exposed to the risk of internal contamination by radioactive substances and how it 
should be designed. It establishes principles for the development of compatible goals and 
requirements for the programmes and specifies the minimum requirements for their design. 
ISO 27048 presents procedures and assumptions for the standardised interpretation of 
monitoring data. Those procedures allow the quantification of exposures for the documentation 
of compliance with regulations and radiation protection programmes. The standard specifies 
the minimum requirements for the evaluation of data from the monitoring in order to achieve 
acceptable levels of reliability in internal dose assessment. 
A standard has been specifically developed for the application of the general standard ISO 
20553 to the staff of a nuclear medicine department: ISO 16637:2016 “Radiological protection 
- Monitoring and internal dosimetry for staff members exposed to medical radionuclides as 
unsealed sources”. It specifies the minimum requirements for the design of professional 
programmes to monitor workers exposed to the risk of internal contamination via inhalation by 
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the use of radionuclides as unsealed sources in nuclear medicine imaging and therapy 
departments. 
Performance of internal dosimetry services including in vitro monitoring can be evaluated 
following ISO 28218:2010 “Radiation protection - Performance criteria for radiobioassay” and 
in the future, for in vivo monitoring, by a standard in development: ISO 23588 “Radiological 
protection - General requirements for performance testing for in vivo monitoring”. 
ISO 28218 provides criteria for quality assurance and control, and evaluation of performance 
of radiobioassay service laboratories. It presents guidance for in vivo radiobioassay and in vitro 
radiobioassay. ISO 23588 will specifie minimum requirements for proficiency tests and 
intercomparison exercises that are offered to facilities operating in vivo detection systems. It 
will be applicable to programs that are meant to test the quality and capability of the 
participating laboratories. The standard will cover technical (e.g. selection of radionuclides and 
phantoms, traceability of activities), management (e.g. announcement, realisation of the 
measurements, transportation, reporting) and data analysis aspects. 
STANDARDS FOR OCCUPATIONAL EXTERNAL DOSIMETRY  
ISO 15382:2015 “Radiological protection - Procedures for monitoring the dose to the lens of 
the eye, the skin and the extremities” is applicable to the workers in the medical field which 
are particularly concerned by risk of exposition to the hand during injection of 
radiopharmaceuticals and interventional radiology procedure. External dosimetry service can 
be evaluated using ISO 14146:2018 “Radiological protection - Criteria and performance limits 
for the periodic evaluation of dosimetry services”. 
ISO 15382 provides procedures for monitoring the dose to the skin, the extremities (hands, 
fingers, wrists, forearms, feet and ankles), and the lens of the eye in planned exposure 
situations. It covers practices which involve a risk of exposure to photons in the range of 8 keV 
to 10 MeV and electrons and positrons in the range of 60 keV to 10 MeV. This standard gives 
guidance for the design of a monitoring program to ensure compliance with legal individual 
dose limits. It refers to the appropriate operational dose quantities and specifies the type and 
frequency of individual monitoring and the type and positioning of the dosemeter according to 
the nature of the exposure. It gives guidance on how to decide if such dosemeters are needed 
and present different approaches to assess and analyse skin, extremity, and lens of the eye 
doses. 
ISO 14146 specifies the criteria and the test procedures to be used for the periodic verification 
of the performance of dosimetry services supplying personal and/or area dosemeters (i.e. 
workplace or environmental dosemeters). The performance evaluation can be carried out as a 
part of the approval procedure for a dosimetry system or as an independent check to verify that 
a dosimetry service fulfils specified national or international type test performance 
requirements under representative exposure conditions that are expected or mimic workplace 
fields from the radiological activities being monitored. This document applies to personal and 
area dosemeters for the assessment of external photon radiation with a (fluence weighted) mean 
energy between 8 keV and 10 MeV, beta radiation with a (fluence weighted) mean energy 
between 60 keV and 1,2 MeV, and neutron radiation with a (fluence weighted) mean energy 
between 25,3 meV and 200 MeV. It covers all types dosemeters needing laboratory processing 
(e.g. thermoluminescent, optically stimulated luminescence, radiophotoluminescent, track 
detectors or photographic-film dosemeters) and involving continuous measurements or 
measurements repeated regularly at fixed time intervals (e.g. several weeks, one month). Active 
dosemeters (for dose measurement) may also be considered if treated as passive dosimeter (i.e. 
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the dosimetry service reads their indicated values and reports them to the evaluation 
organization). 
OTHER STANDARDS FOR STAFF AND PUBLIC RADIOPROTECTION IN 
MEDICAL APPLICATIONS OF IONIZING RADIATION 
Several standards deal with public and staff radioprotection in nuclear medicine, including two 
on radioactive waste management: ISO 19461-1:2018 “Radiological protection - Measurement 
for the clearance of waste contaminated with radioisotopes for medical application - Part 1: 
Measurement of radioactivity” and ISO 19461-2 (under development) “Part 2: Management of 
solid radioactive waste in nuclear medicine facilities” and two on the ambient dose equivalent 
from patients after treatment for thyroid cancer by 131I: ISO 18310-1:2017 “Measurement and 
prediction of the ambient dose equivalent from patients receiving iodine 131 administration 
after thyroid ablation - Part 1: During the hospitalization” and ISO 18310-2 (Under 
development) “Part 2: After release from the hospital”. 
The ISO 19461-1:2018 document establishes the method of radioactivity measurement and 
determination of the storage periods of the radioactive wastes produced as a result of medical 
application of the radioisotopes based on counting measurements using a detector and decay 
correction from the initial activity concentration of the radioisotopes contained in the waste 
stream. It provides a set of controls and measurements for the self-clearance of the radioactive 
wastes by which the medical facility can be assured to meet the clearance level. Part 2 of ISO 
19461 addresses aspects of management of solid biomedical radioactive waste from its 
generation in nuclear medicine facilities to final clearance and disposal, as well as the manner 
to establish an effective program for biomedical radioactive waste management. It provides a 
list of the main radioisotopes used in nuclear medicine facility and their main physical 
characteristics, as well as the radioactive waste management program, from their sorting, 
collection, packaging and labelling, the radioactivity survey and decay storage, clearance 
levels, transportation if necessary, until their disposal or discharge. 
Part 1 of ISO 18310 specifies suitable methods for the measurement of personal dose 
equivalent of the patient treated with radioiodine after thyroid ablation due to the adjacent 
patient receiving the same therapy procedures. It addresses the measurement methods, the 
calibration of ionization chamber and the uncertainty estimation for the measurement of the 
personal dose equivalent of the patient treated with radioiodine after thyroid ablation using the 
ionization chamber. Part 2 addresses the measurement methods, procedures and uncertainty 
estimation for the measurement of the effective dose equivalent to the caregiver in the vicinity 
of the patient treated with radioiodine to ablate the thyroid using a personal dosimeter, after 
release of the patient from the hospital. 
Considering radiotherapy, a standard has been developed for the shielding of medical 
accelerators: ISO 16645:2016 “Radiological protection - Medical electron accelerators - 
Requirements and recommendations for shielding design and evaluation”. 
CONCLUSIONS 
ISO has developed different standards for occupational radioprotection in medicine including 
guidance for the monitoring of external and internal exposure. Others published ISO standards 
deal with clinical dosimetry for the patient as ISO 21439:2009 on beta radiation sources for 
brachytherapy or ISO 28057 on dosimetry with solid thermoluminescence detectors for photon 
and electron radiations in radiotherapy. 
The published standards can be purchased via ISO/TC85/SC2 web site: 
https://www.iso.org/committee/50280.html 



Contribution ID: 24  Type: Oral 

148 
 

Compulsory Use of Extremity Dosimetry in Nuclear Medicine Facilities 

M. A. Rivera Cardona1 
C. E. Ribeiro Alves1 
1Comissão Nacional de Energia Nuclear, National Comissiono of Nuclear Energy, Divisão de 
Aplicações Médicas e de Pesquisa, Rua General Severiano, 90 - Botafogo - CEP: 22.290-901, 
Rio de Janeiro, RJ, Brasil 

Email address of Corresponding Author: marissa@cnen.gov.br 

BACKGROUND 

During the last 20 years, extremity dosimetry (ED) has become a matter of concern for 
regulatory bodies. In 2010, less than 10% of nuclear medicine facilities (NMF) registered the 
use of ED. In 2013, the use of ED became compulsory for nuclear medicine workers who 
handled radionuclides. 

According to international studies [1], [2], and [3], regarding hand exposure, the fingertips are 
the most exposed location (tip of the index finger and thumb) most commonly used during 
radiopharmaceutical manipulation procedures, having this in mind, whenever ED values 
exceed 20mSv per month (equivalent dose) the regulatory body shall be notified [4] and [5]. 

METHODS 

In order to stablish compulsory use of ED, a previous study was accomplished from 2006 to 
2008. A total of 12 NMF from the national territory were evaluated. As an example, the EW 
distribution with ED monitoring for all evaluated facilities is shown in Table 1 for the year 
2006. A similar set of data was registered for the years 2007 and 2008. Table 1 presents the 
total of EW at a given facility, the percentage of those EW that used ED, the percentage of the 
ED that presented trustful values when compared to their respective chest dosimeter and the 
last column showed the quantity of ED whose values exceeded the respective chest values by 
a factor of 25. 

Table 1.  Extremity Dosimetry Distribution for the Year 2006. 

NMF Total EW EW with ED (%) Trusted ED (%) ED/CD ≥ 25 
1 49 25 (51%) 14 (56%) 0 
2 14 0 (0%) 0 (0%) 0 
3 0 0 (0%) 0 (0%) 0 
4 5 1 (20%) 1 (100%) 0 
5 56 10 (18%) 7 (70%) 1 
6 8 1 (12%) 1 (100%) 0 
7 13 4 (30,7%) 4 (100%) 0 
8 17 0 (0%) 0 (0%) 0 
9 55 45 (82%) 23 (51%) 2 
10 6 3 (50%) 2 (66,6%) 0 
11 22 4 (18,1%) 4 (100%) 0 
12 5 0 (0%) 0 (0%) 0 

Total 250 88 42 3 
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RESULTS 

Of the 12 NMF evaluated and considering the three years of study, 5 (41.7%) presented at least 
one event in which the ED value was greater than a factor of 25 in relation to the respective 
chest dosimeter value (effective dose). Comparing the events found in relation to the number 
of EW with trusted ED values, these were ranging between 3.2% (2007) and 7.1% (2006). 

CONCLUSIONS 

Before 2013, enough evidences were found indicating that ED was not correctly used or not 
used at all even though it was available at NMF. From 2014 to 2016, an educational campaign 
of the regulatory body was done through audits and inspection for the appropriate use of ED. 
From 2017 until today, reinforcement measures have been applied in NMF that do not use ED. 
Another important thing to note is from a survey done with ED values notifications to the 
regulatory body in 2007 and then how it evolved until 2018 from almost none notifications at 
all to 5 notifications in 2018. For the following years we expect an increase in the number of 
notifications since EW is still learning to correctly use ED. 
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BACKGROUND 
Nuclear medicine services prepare and administer radiopharmaceuticals to patients. The 
preparation stage is usually carried out in a Radiopharmacy, and regional services may dispense 
up to 100 GBq of 99mTc per day. Centres with positron emission tomography (PET) scanners 
handle high activity levels because of the short half-lives of 18F and other PET radionuclides. 
The manipulation of radiopharmaceuticals with syringes and vials will lead to high doses to 
the fingers. Measures to protect the fingers include use of tungsten shields that support the vial 
and provide better protection than simple lead pots, and use of syringe shields for preparation, 
drawing up, and performing injections. These can reduce the doses to the finger by factors of 
4-10 [1]. Automated dispensers provide good protection with PET radionuclides but are 
expensive. Obtaining accurate dose assessment from routine monitoring is difficult, as the dose 
gradients across the hands can be substantial and the maximum dose, which is usually at the 
fingertips, is underestimated by ring dosemeters worn at the bases of the fingers [2, 3]. 
METHODS 
Different techniques are used for withdrawing radiopharmaceutical from a vial, to allow the tip 
of the needle to remain within the liquid (Figure 1). These influence the finger that will receive 

 
Figure 1.  Hand positions used in withdrawing radiopharmaceutical from a vial with a 

syringe. The tips of the fingers more likely to be exposed are marked with . 
the higher dose. The index finger and thumb of the hand holding the syringe are likely to be 
more exposed, but exposure of the hand holding the vial can vary. If the vial is inverted and 
activity withdrawn downwards (Figure 1a) the wrist and little finger of the hand holding the 
vial can receive a higher dose. Whereas if vial and syringe are both angled downwards (Figure 

a. inverted vial b. syringe and vial both angled

c. withdrawal using 
a long needle

Thumb tip

Thumb tip
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1b) the index finger receive may be more exposed. In nuclear medicine departments where the 
vial holding the activity is contained in a lead pot, the vial is supported by the syringe needle 
and the neck may protrude from the shield increasing the dose level. Occasionally a finger may 
touch the cap of the vial adjacent to the radiopharmaceutical, and so receive a higher dose and 
such exposures are virtually impossible to assess unless a dosemeter is worn at the fingertip. 
For injections insertion of the needle into a vein requires careful positioning. Use of the index 
finger to guide the needle containing radiopharmaceutical gives a dose to the tip. A butterfly 
cannula is frequently inserted into a vein, prior to administration to avoid this. Nevertheless a 
survey of UK practices revealed that only 33% never touched a needle during injections [3]. 
Finger doses in a study of 30 nuclear medicine departments in six European countries recorded 
finger doses ranging from 0.02 to 0.8 mSv per GBq for both preparation and administration of 
99mTc and 0.1 to 4 mSv per GBq for 18F [2]. In these studies the tips of the index finger and 
thumb on the two hands were found to receive the highest doses. The wide range in recorded 
values make dose levels difficult to predict and careful training and observation of staff 
practices is required when determining dosemeter placement. 
RESULTS 
Guidance on personal dosimetry linked to revised UK regulations has been prepared [4]. If 
annual extremity doses are a few tens of mSv, ring dosemeters worn at the base of the finger 
could be used for routine monitoring, but an attempt should be made to determine how this 
dose relates to that at the most exposed region. If the dose to a fingertip is likely to approach 
100 mSv, then finger stalls are recommended in order to measure the dose at the position 
considered to receive the highest dose.  For small sources such as syringes and vials, the 
magnitude of the dose gradient is determined by the proximity of the fingertip to the unshielded 
source, so if fingertips are close to or may come into contact with the source, finger stalls 
provide the better option. But if the same manipulations are repeated many times, and doses do 
not approach 100 mSv, then ring dosemeters could be worn on the palmar side of the index 
fingers with a scaling factor to assess dose to the fingertip. Measurements at the tip should be 
carried out for a trial period to establish a ratio between doses to the tip and the dosemeter 
position that can subsequently be applied routinely. Scaling factors to estimate doses to the 
fingertips should be assessed individually for each worker. Values of 3-4 may be appropriate 
for most departments, but if a reliable factor is not available, a value of 6 should be used. 
CONCLUSIONS 
Doses to the hands should be monitored for radiopharmacy staff preparing and administering 
imaging radiopharmaceuticals regularly. Use of finger stalls to measure doses to the tips of the 
index fingers on both hands is recommended wherever there is a risk of the fingertip dose 
approaching 100 mSv. A scaling factor should be applied if ring dosemeters are employed. 
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BACKGROUND 
The efficiency of different models of lead glasses in protecting the eye lenses of  interventional 
clinicians has been assessed in a variety of ways: with phantoms [1], during clinical practice 
[2] and with computational simulations [3]. If the dosemeter is worn under the lead glasses, the 
measured dose is considered to be similar to that received by the eye lens [4], while if the 
unshielded dosemeter is worn outside the glasses, a correction factor may be applied to allow 
for the protection provided by the glasses. However, due to the complex radiation field to which 
interventional clinicians are exposed, there is the potential for both approaches to underestimate 
the dose to the eye lens [1,5]. 
METHODS 
The arrangement used in interventional cardiology was simulated with MCNPX software and 
doses that would be measured with Hp(3) dosemeters in various positions were compared to 
the dose in the sensitive region at the surface of the eye lens, Hlens,sensitive, 

 
Figure 1: Lead glasses with simulated dosemeters: 4 blue unshielded dosemeters on the 

surface of the head of the phantom, 2 yellow dosemeters on the glasses under the lens, 2 red 
dosemeters on the glasses over the lens, and one reference green dosemeter, Hp(3)ref, on the 

surface of the eye. 
The patient and operator were modeled as stylized phantoms, without any internal organs, 
except for the presence of detailed model eyes within the operator’s head [6]. The operator was 
modeled wearing a 0.5 mm lead apron and thyroid collar. Two realistic models of lead glasses 
were considered: one wraparound with lenses at an angle to the front of the head (0.75 mm Pb 
equivalent) and one with flat frontal lenses and side shielding (0.75 mm and 0.5 mm Pb, 
respectively). Eye lens dosemeters [7] were placed in 8 positions on the left side of the head of 
the operator, figure 1. A reference dosemeter was also placed on the surface of the left eye, to 
reproduce the setup used in experimental assessments of efficiency of lead glasses. The 
exposure from an interventional cardiology procedure with the x-ray tube positioned to the left 
of the operator was simulated using five standard projections and acquisition parameters. 
Procedures were simulated for two accesses routes via the brachial and femoral arteries. 
RESULTS 
The shielded dosemeters placed under the lens of the lead glasses (yellow, figure 1) 
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underestimated the eye lens dose, Hlens,sensitive, by 60% to 80%. For the unshielded dosemeters 
on the head (blue), Hp(3)/Hlens,sensitive varied from 1.0 to 1.6, whereas for dosemeters worn 
outside the shielding of the lead glasses (red), Hp(3)/Hlens,sensitive was 1.5 to 1.6. This indicates 
that a correction factor of 0.5 for unshielded dosemeters, considered to be conservative [4], 
could also underestimate the eye lens dose. Thus both approaches are likely to underestimate 
the true dose to the eye lens. The reference dosemeter placed on the surface of the eye (green), 
which represents the position normally used as the reference in phantom measurements 
Hp(3)ref, received, on average, 40% less radiation dose than the sensitive volume in the eye 
lens, Hlens,sensitive.  Therefore, a higher efficiency is inferred for lead glasses when Hp(3)ref is 
used for dose comparisons, with Hp(3)/Hp(3)ref varying from 2.2 to 3.5 for the dosemeters on 
the head and over the glasses. This occurs because the level of shielding for tissue or 
dosemeters from radiation incident from the side and from scatter improves as the measurement 
position is moved closer to the shielded lens. 
CONCLUSIONS 
Dosemeters worn by interventional clinicians under lenses of lead glasses may underestimate 
the eye lens dose by more than 60% due to the complex scatter field. The position used for the 
eye lens reference when protection from lead glasses is affects the result, so that measurements 
made in experiments on phantoms tend to overestimate actual levels of protection. In 
consequence, application of a correction factor of 0.5 to readings from a dosemeter worn on 
the surface of the head for staff wearing glasses also underestimates eye lens dose. 
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BACKGROUND 

Radiation dose received by patients either treated or diagnosed with unsealed sources in nuclear 
medicine directly depends on the amount of radiopharmaceutical administered to the patient. 
The rise of quantitative imaging [1-3] and rigorous accreditation requirements for clinical trials 
add to the importance of accurately measuring radioactivity administered to patients. 

Prior to administration, radioisotope activity is measured with a well-type, re-entrant ion 
chamber, also known as a radionuclide calibrator or dose calibrator (DC). Standard of good 
practice in most countries calls for administered activity to be within 10% of the amount 
prescribed by a physician [4]. The measurement of radioisotope activity is therefore 
recommended to be performed with an accuracy between 2% and 10%, depending on isotope-
specific factors (mode and energy of emission) and instrument class (clinical DC or secondary 
standard DC) [4-7]. Several studies show that these limits are not consistently met [8-13], 
demonstrating insufficient calibration accuracy of the DCs used in clinical practice. 

The current generated in the ion chamber’s sensitive volume for a given amount of activity is 
isotope-dependent. Therefore, a DC’s calibration, i.e. the adjustment of its reading to correctly 
display the amount of activity present in its well, needs to be established separately for each 
isotope to be assayed with that DC. Besides being isotope-specific, calibration of DCs should 
also be carried out in a manufacturer-independent manner, traceable to a standards laboratory 
[4-6]. 

Traceability is established by cross-calibrating the DC to a standards laboratory. Several 
approaches to establish and maintain traceability are discussed. Besides simply relying on 
manufacturer settings, they can be classed into two groups: exchange of a radioisotope source 
of known activity and exchange of a calibrated measurement instrument. Advantages and 
drawbacks of each of these methods are presented, together with practical implementations 
recently proposed. 

METHODS FOR CROSS-CALIBRATION 

Reliance on manufacturer  

The initial calibration of a new DC is set by its manufacturer. If this calibration were accurate, 
stable over time and encompass all isotopes of clinical interest, a simple constancy check with 
a long-lived radioisotope (see below) would suffice. But the inaccuracies in DC calibration 
found in several studies [8-13] suggest that reliance on the manufacturer alone is not a 
satisfactory approach. Furthermore, omission of manufacturer-independent checks is not 
considered good clinical practice and stands in contrast to quality assurance procedures 
commonly in place for other quantitative instruments. For example, the accuracy of survey 
meters, ion chambers and GM counters are regularly verified by independent 3rd parties.  

Exchange of known radioisotope samples 
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If a radioisotope sample of known activity (i.e. traceable to a standards laboratory) is available, 
the DC’s calibration for that isotope can be established (or verified) by simply measuring that 
sample in the DC, provided that confounding factors such as source position inside the DCs 
well, source volume and composition (e.g. glass vs. plastic enclosure, water vs. resin bulk 
material) are taken into account. Several variations of this method exist:  

Shipping long-lived radioisotope samples: Long-lived sources of known activity are readily 
available, e.g. Cs-137, Ba-133 or Co-57 with half-lives from 9 months to 30 years. These 
isotopes, however, are not administered to patients. They are therefore useful for constancy 
checks over long time periods, but inadequate for establishing a DC’s calibration for isotopes 
administered to patients. Because of its simplicity however, this method, together with reliance 
on the manufacturer’s calibration settings (above), is often the default method for assessing DC 
calibration. 

Shipping surrogate radioisotope samples: Here, a long-lived radioisotope is utilized, whose 
decay scheme is similar to that of a clinical radioisotope. The most prominent example of this 
approach is Ge/Ga-68 serving as a surrogate for F-18 [14, 15]. Though proven feasible in this 
case, this approach cannot be easily applied to other isotopes because of the incidental nature 
of decay scheme similarities [4]. In most cases, a long-lived isotope that sufficiently matches 
the decay properties of a clinical isotope does not exist.  

Shipping clinically used radioisotope samples: Some countries maintain a program of regular 
exchange of select, clinically used isotopes (e.g. I-131, Tc-99m, Ga-67) between a standards 
laboratory and nuclear medicine clinics [5, 8, 16]. Despite their seeming simplicity, such 
programs are difficult to maintain as they depend on distance and efficiency of shipping and 
are feasible only for longer-lived clinical isotopes; in addition, repeat measurements at a later 
time are possible only within a few half-lives of the isotope in question. Canada terminated its 
program in 2000 [17, 18]. 

Exchange of measurement instruments 

Shipping of the dose calibrator: Shipping a DC to a standards laboratory for calibration is not 
commonly pursued because of the bulk of the instrument and its installation, commonly built-
in under a counter and behind heavy shielding. Moreover, a replacement instrument would 
need to be available in order to maintain clinical service while the DC is sent out for calibration. 

Shipping of a dedicated transfer instrument: Sending a dedicated instrument to the standards 
laboratory for calibration has the advantages of a) enabling uninterrupted clinical service, b) 
allowing purpose-driven design to optimize e.g. sample positioning accuracy c) eliminating the 
problem of radioisotope decay during shipping and d) eliminating the radiation safety concerns 
and administrative overhead associated with shipping radioactive substances e) permitting 
repeat measurements beyond the limitation of radioisotope half-life. It does, however, 
presuppose adequate radioisotopic purity at each site. This approach mimics the procedure 
established in radiation therapy, where an ion chamber–electrometer pair is sent to a standards 
laboratory for calibration and is then used at the local clinic to calibrate e.g. linear accelerators, 
Co-60 teletherapy machines or brachytherapy systems.  

To perform the calibration, samples of clinical radioisotopes are drawn from local stock. A 
sample at the standards laboratory is first measured in their calibrated setup (e.g. a DC 
dedicated to this purpose); afterwards, the sample of now-known activity is measured in the 
transfer instrument, which is then calibrated. The calibrated transfer instrument is now shipped 
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back to the local clinic and used to calibrate DCs there with radioisotope samples drawn from 
local stock. Several types of such dedicated transfer instruments have recently been proposed:  

• A dedicated dose calibrator: A mock service was set up to test the accuracy of DCs in 
Canada [17]. Using a dedicated DC as transfer instrument has the advantage of ready 
availability, though the instrument shipped is still fairly bulky and heavy. Tests were carried 
out for Tc-99m with syringes of different volumes typically used clinically. Uncertainties 
of <0.5% (k=1) were reported, though limited shielding, timing inaccuracies, variations in 
sample volume and positioning inside the DC can add to calibration uncertainty in routine 
clinical practice.  

• Exposure of film: Radiation emanating from a clinical radioisotope exposes film under 
reference conditions at the standards laboratory [19] and a film calibration curve is obtained. 
Reference conditions are replicated at the nuclear medicine clinic and sample activity 
inferred from the film’s calibration curve. Tests with Tc-99m revealed an overall uncertainty 
of 2.0% (k=2). Disadvantages are the long expose time required (approximately one day) 
and the logistics of film storage/handling/scanning for the maintenance of the program.  

• A purpose-designed ion chamber: An ion chamber has been manufactured to hold a syringe 
in a precisely defined position in its sensitive volume; the chamber itself fits inside the well 
of an existing DC, which ensures adequate shielding [20, 21]. The chamber’s calibration 
factor for a given isotope is established at the standards laboratory. The calibrated chamber 
is then used at the nuclear medicine clinic to ascertain the activity of an isotope sample 
drawn from local stock, which is in turn used to calibrate the clinic’s DCs. An uncertainty 
budget of <1% (k=1) has been reported. This concept envisions dedicated software to 
operate the electrometer, perform decay calculations and time-stamping (a necessity for 
short-lived isotopes) and store the isotope-specific calibration factors. Advantages are small 
size and weight for easy portability, good shielding and low measurement uncertainty. 

The obvious use of these cross-calibration instruments is to enable traceability to a standards 
laboratory for absolute activity calibration of DCs. But cross-calibration would also be useful 
and possible for additional applications:  

• Several clinical sites participating in multi-center trials could be cross-calibrated relative to 
each other in order to facilitate better agreement of radioactivity measurements and thus 
reduce quantitative uncertainties in those trials.  

• When introducing novel radioisotopes into clinical use, these transfer instruments would 
allow cross-calibration of the clinical DCs with the ones of the radiopharmaceutical 
manufacturers, again to improve quantitative precision of clinical trial and follow-up data.  

• The primary standardization for the clinically important isotope F-18 has been fluctuating 
at NIST by more than 4% since 1992 [22]; cross-calibration devices like the ones described 
here would allow precise intercomparison of such short-lived radioisotopes among national 
standards laboratories around the world.  

CONCLUSIONS 

Some of the approaches for DC cross-calibration are not independent of the manufacturer and 
others merely establish calibration for not clinically used radioisotopes; these cannot be 
recommended. The seemingly simple, but actually challenging problem of calibrating a DC i) 
accurately ii) isotope specific iii) manufacturer independent and iv) traceable to a standards 
laboratory is highlighted by studies demonstrating inconsistent DC calibration. This problem 
is exacerbated by the need to calibrate novel radioisotopes being researched and introduced 
into clinical practice and by some inconsistency over time of the primary standardization of F-
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18. These challenges are being addressed by recent advances for DC calibration based on 
dedicated transfer instruments.  
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BACKGROUND 

The International Atomic Energy Agency (IAEA) issued the TRS-398 radiation dosimetry 
Code of Practice (CoP) in 2000, [1], which is the de facto norm for radiotherapy dosimetry and 
is used on a worldwide basis. One of the essential contributions of the TRS 398 CoP is the 
ability to correct a radiation dosimeter response for differences between beam qualities, which 
relate to the energy distribution of the radiation fields, at the calibration laboratory (Q0) and the 
beam qualities at the hospitals (Q). These corrections are called beam quality correction factors 
and are known as kQ,Q0 (or kQ, for short, when the Q0 quality is that of radiation emitted from 
60Co sources). The datasets of the TRS 398 were prepared in the mid-1990s and include values 
of kQ factors that were calculated for clinical radiotherapy beams over the entire range of beam 
modalities that were available at that time. Many technological advances have resulted since 
the first publication of the TRS 398: new models of ionization chambers, new radiation beam 
modalities (e.g. flattening filter free beams) and new recommendations [2] have emerged. 
Accordingly, the IAEA has recently issued two calls for new kQ datasets, a first call aimed at 
experimental determinations, and a second call for Monte Carlo-calculated kQ factors. 

The European-Funded Joint Research Project “RTNORM” (funded from May 2017 until 
October 2019) is contributing towards the update of the TRS 398 by carrying out a series of 
concerted measurements and calculations of kQ factors for numerous types of ionization 
chamber and a series of beam modalities, covering kV x-rays, MV photon beams including 
flattening filter-free (FFF) modalities, and scanned proton beams. One peculiar aspect of the 
RTNORM consortium is that both the experimentally determined kQ factors and the Monte 
Carlo calculated kQ factors are first validated within the consortium, by internal comparisons 
of datasets generated using a variety of Monte Carlo codes (EGSnrc, PENELOPE, PENH, Fluka) 
or by experimental comparisons based on measurements traceable to several different primary 
standards of air kerma and absorbed dose to water. A second round of data comparison across 
the two methods (experiments, Monte Carlo models) secures a stronger confidence in the 
                                                 
1 From April 1, 2019, at IDIBAPS, Barcelona, Spain 
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datasets and in the estimated uncertainties, prior to final submission of the data to the IAEA 
for potential inclusion in the update of the TRS-398. 

METHODS 

kV x-rays 

Until recently, dosimetry in radiotherapy treatments using kV x-ray beams was largely based 
on primary standards for air kerma. Codes of practice include conversion procedures from 
kerma-based calibrations, NK, to absorbed dose to water, Dw, calibrations. This introduces 
additional uncertainties and leads to potential errors. In the field of kV x-rays dosimetry, 
RTNORM aims to realize a supporting framework based on the direct use of the quantity of 
interest, Dw, by means of kQ,Q0 values. Experimental estimates of pQ and kQ,Q0 factors were 
obtained for a total of 24 ionization chambers of three different types (13 × NE2571, 7 × PTW 
30013 and 4 × IBA FC 65-G) and in six filtered kV x-ray qualities, with all measurements 
traceable to several EU National standards of both air kerma and absorbed dose to water. In 
parallel, Monte Carlo-based estimates were pursued by running simulations with the well-
established codes PENELOPE and EGSnrc. 

MV photon beams 

Dosimetry in radiotherapy treatment using high-energy photons is an area of metrology which 
is already underpinned by the availability of primary standards for absorbed dose to water. For 
MV photon beam dosimetry, RTNORM aims to deliver new absolute dosimetry measurements 
and to support Monte Carlo simulations for these very new beam modalities, using a range of 
calorimetric standards, and new datasets of kQ values which expands beyond the current 
datasets. Experimental estimates of kQ factors were obtained for different types of ionization 
chambers (Exradin A1SL, IBA CC13, IBA FC65-G, IBA FC65-P, NE 2571, PTW 30013, PTW 
31010, PTW 31013 and PTW 31021) in beams with and without flattening filters, and Monte 
Carlo-based estimates of kQ factors were obtained using the Monte Carlo code EGSnrc. 
Recommendations from the recently published ICRU n 90 report [2] were included in both 
cases. 

Scanned proton beams 

The use of scanned proton beams has emerged over the past several years and this is an area 
where the TRS-398 could benefit from significant updates. In RTNORM, experimental 
determinations of kQ factors are sought using graphite calorimetry from the NPL. The Monte 
Carlo codes used in RTNORM for proton transport are PENH [3], Geant4/TOPAS, and 
FLUKA. 

RESULTS 

kV x-rays 

Measurement results of the NE2571 ionisation chambers by LNE are illustrated in Figure 1, 
supporting the current dosimetric formalism where a calibration coefficient expressed in terms 
of the quantity air kerma (Nk) is converted to a calibration coefficient in terms of Dw upon 
application of an overall, chamber model-dependent, pQ factor. Analyses of measurements on 
PTW 30013 and IBA FC65-G, as well as NE2571 chambers by ENEA-INMRI and VSL are in 
progress. Results of some Monte-Carlo calculations are also shown in figure 1 where the Q0 
quality was set to the CCRI-250 (based on EGSnrc, by ENEA-INMRI). Once all results have 
been finalised, datasets of measured calibration coefficients and Monte Carlo calculations will 
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be cross-compared and both the conversion of ionisation chamber NK to NDw (supporting the 
current formalism) and the kQ,Q0 factors (to support the future formalism) will be validated 
based upon these results. 

 

Figure 1. a: experimental results of pQ factors (convolved with () water to air ratios 
that were averaged over the x-rays photon spectra) for five ionization chamber model 
NE2571 in four radiation qualities (data provided by CEA-LIST LNE-LNHB, stated 

uncertainties indicate a coverage factor of 1). b: Monte Carlo calculations of kQ,Q0 factors for 
the ionization chamber PTW 30013 in six radiation qualities (data provided by ENEA-INMRI 

and based on the code EGSnrc, uncertainties are type A only). Radiation qualities shown 
include four from the CCRI series [4] (a, b) and two qualities from the ISO 4037-1 norm (b). 

MV photon beams 

Complex geometrical models of the ionization chambers have been developed based on 
detailed information from industry. kQ,Q0 factors have been calculated for 9 different types of 
ionization chambers (Exradin A1SL, IBA CC13, IBA FC65-G, IBA FC65-P, NE 2571, PTW 
30013, PTW 31010, PTW 31013 and PTW 31021) in beams with and without flattening filters 
using the Monte Carlo code EGSnrc and applying recommendations from the recently 
published ICRU n° 90 report. Calculations for ionization chambers where simulations were 
performed by several partners (3 types by two and 1 type by three) show good agreement with 
a maximum deviation in the results of 0.3 %. The volume-averaging corrections must be taken 
into account if the corrections are different between the water volume that was defined to 
calculate the absorbed dose to water and the cavity volume of the ionization chamber defined 
to calculate the absorbed dose to air (strong beam anisotropies or large difference between the 
ionization chamber cavity volume and the water volume). Figure 2 shows the overall results 
from the RTNORM consortium for the NE2571 chamber, including both experimental and 
Monte Carlo determinations, compared to the current dataset as published on the TRS-398. 
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Figure 2. Experimental and Monte Carlo results of kQ factors for the NE2571 ionization 
chamber. Uncertainties indicate a coverage factor of 1. 

 

Scanned proton beams 

 

Figure 3. Results of kQ factors for the NE2571 ionization chamber using the PENH Monte 
Carlo code [3]. Uncertainties indicate a coverage factor of 1. Also shown are the 

measurements using a water calorimeter adapted from [5]. 

CONCLUSIONS 

The RTNORM collaboration has completed several planned tasks to date, by estimating kQ,Q0 
datasets through the use of both experimental and calculation methods for kV x-rays, MV 
photons including flattening filter-free beams, and scanned proton beams. Until October 2019, 
datasets will be expanded and compared across the two methods. In MV photon dosimetry, the 
maximum deviation of the results is 0.3%. Results from RTNORM may also help 
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understanding whether a kQ-based formalism, accepted for most radiation modalities, could be 
considered reliable also in the field of kV x-rays dosimetry. 
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BACKGROUND 
Medium energy X-ray beams can be calibrated by determining the absorbed dose to water at a 
depth of 2 cm in a water phantom, Dw,z=2cm. With a corrected ionization chamber reading at the 
same point in water, Mw , and the chamber’s air kerma calibration coefficient, NK,a ,  Dw,z=2cm  
can be determined according to the following equation [1]: 

 𝐷𝐷𝑤𝑤,𝑧𝑧=2𝑐𝑐𝑄𝑄 = 𝑀𝑀𝑤𝑤𝑁𝑁𝐾𝐾,𝑐𝑐 ��
𝜇𝜇𝑟𝑟𝑐𝑐´
𝜌𝜌
�
𝑤𝑤,𝑐𝑐
�
𝑤𝑤𝑐𝑐𝑡𝑡𝑓𝑓𝑄𝑄

𝑘𝑘𝑐𝑐ℎ𝑘𝑘𝑄𝑄ℎ𝑓𝑓𝑐𝑐𝑡𝑡ℎ . (1) 

In equation 1, �(𝜇𝜇𝑓𝑓𝑐𝑐´ /𝜌𝜌)𝑤𝑤,𝑐𝑐�𝑤𝑤𝑐𝑐𝑡𝑡𝑓𝑓𝑄𝑄is the water to air mean mass-energy absorption coefficient 
ratio at a depth of 2 cm in water. The overall chamber correction factor, kch , accounts for the 
changes in chamber response due to the displacement of water by the chamber cavity, the 
presence of the stem and the change in incident photon energy and angular distribution in the 
phantom to that in air. The effects of a waterproof sheath (if required) are accounted for in 
ksheath . For waterproof chambers, ksheath is unity. By rearranging, the terms in equation 1, the 
product kch・ksheath can be calculated by: 

 𝑘𝑘𝑐𝑐ℎ𝑘𝑘𝑄𝑄ℎ𝑓𝑓𝑐𝑐𝑡𝑡ℎ = �𝐷𝐷𝑤𝑤,𝑧𝑧=2𝑐𝑐𝑚𝑚
𝐾𝐾𝑎𝑎

� �𝑀𝑀𝑎𝑎
𝑀𝑀𝑤𝑤
� ��𝜇𝜇𝑟𝑟𝑐𝑐´

𝜌𝜌
�
𝑤𝑤,𝑐𝑐
�
𝑤𝑤𝑐𝑐𝑡𝑡𝑓𝑓𝑄𝑄

� . (2) 

In equation 2, NK,a  has been written as the ratio of air kerma in air, Ka , to chamber air cavity 
reading in air, Ma (at the same point free in air). 
In this work, in the context of a current effort to update the TRS-398 protocol, chamber 
correction factors are determined through Monte Carlo simulations. They are compared to 
experimental values obtained at PTB with their recently-developed water calorimetry-based 
absorbed dose to water primary standard [2]. 
METHODS 
Simulations were carried out with EGSnrc [3]. Experimentally measured photon spectra with 
generating voltages between 50 and 300 kV were provided by PTB [2]. In the simulations, the 
photon source was modelled as a collimated point source 100 cm away from the point of 
measurement (at 2 cm depth for the in-phantom calculation) with a diameter of 10 cm. Photon 
fluence spectra at the point of measurement in a 30x30x30 cm3 water phantom were generated 
using FLURZnrc. These spectra were used to calculate the water to air mean mass-energy 
absorption coefficient ratios. The user code egs_chamber was used to calculate Dw,z=2cm  and 
Ka. The same geometry setup was used as that above. For the dose to water simulations, the 
parameters ECUT and PCUT were set to 0.512 MeV and 0.001 MeV, respectively. For the air 
kerma simulations, ECUT was set to a large number so that electron transport was turned off. 
Thus, dose is equivalent to kerma (electronic kerma is equal to kerma due to small values of 
g).  Chamber simulations were carried out for the PTW 30013, NE2571, A12, IBA FC65-G, 
IBA FC65-P and Exradin A12 chambers. All chamber models (except the NE2571) were based 
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on drawings provided from the respective manufacturers. For the in-phantom simulations, the 
midplane of the chambers was placed at 2 cm depth. One note of importance is that 
renormalized photoelectric cross sections were used for all simulations. The decision to use 
these data was based on the release of ICRU 90 and the disagreement between recent 
experiment and un-renormalized cross sections [4]. 
RESULTS 
The simulated chamber correction factors for all chambers were within 2 % of unity. The 
magnitude increases with energy up to a certain point (between 120 - 150 KV) and then 
decreases. Figure 1 presents the simulated and measured chamber correction factors for the 
IBA FC65-G and FC65-P chambers. 

 
Figure 1. Chamber correction factors for the FC65G and FC65P chambers. Uncertainty bars 

represent 1% relative uncertainty. Type A uncertainties are less than 0.1% for simulated 
values. 

CONCLUSIONS 
Chamber correction factors for medium energy X-ray beams were determined through Monte 
Carlo simulations. Simulated values agree with experimental values to within 0.1-1.5 % for all 
chambers. Despite this, there is a trend in the comparison of measured and calculated chamber 
correction factors that merits further investigation. 
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generating voltages from 70 to 280 kV, Physics in Medicine and Biology 57 (2012) 
6245. 

[3]  KAWRAKOW, I., MAINEGRA-HING, E., ROGERS, D.W.O., TESSIER, F., 
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BACKGROUND 

Backscatter factors in water (Bw) are important dosimetric quantities used in reference and 
relative dosimetry of kilovoltage (kV) radiotherapy x-ray beams [1]. Bw is defined as the ratio 
of water kerma on the beam central axis at a point at the surface of a water phantom to the 
water kerma at the same point free in air [1-3]. It is not straightforward to measure Bw and data 
are typically determined from Monte Carlo (MC) calculations [2-4]; these are found in 
dosimetry protocols for kilovoltage x-ray beams [5]. Published values may, however, be for x-
ray beams quite different from the beams found in the clinic or laboratory. In addition, the 
publication of ICRU Report 90 providing updated physics data, which may impact the values 
of Bw, has been one rationale for a new database of Bw values calculated by Andreo [6] for an 
extensive number of x-ray beam spectra, field sizes and source-to-surface distances. In this 
work, independent calculations of Bw for a broad range of x-ray beam qualities and field sizes 
using Monte Carlo techniques has been made for clinical beams generated by Pantak SXT150 
and DXT300 generators. The results have been compared with those from the new database of 
Andreo, based on the Penelope MC system [7]. 

METHODS  

The DOSRZnrc user code of the EGSnrc Monte Carlo System V2018 (NRC, Canada) has been 
used for the calculations of Bw in this study. The water kerma was scored in a voxel of water 
0.1 mm thick and 10.0 or 20.0 mm diameter located at the surface of a full-scatter water 
phantom and free-in-air. Relevant options in EGSnrc for low energy x-ray calculations were 
switched on and photon and electron energy cut-off parameters were PCUT = 0.001 MeV and 
ECUT = 0.561 MeV. Primary beam spectra were calculated using the SpekCalc program for 
x-ray beams with combinations of kVp/HVL ranging from 30 kVp/0.33 mm Al to 280 kVp/3.8 
mm Cu [8]. The total number of incident photons for each Monte Carlo simulated was selected 
to provide a type-A uncertainty in the value of kerma of less than 0.2%. The field diameters 
ranged from 2 to 20 cm all with an SSD of 30 cm. The calculated Bw were compared with the 
values from Andreo interpolated according to the clinical kVp, HVL and beam diameter. 

RESULTS 

The set of Monte Carlo calculated Bw values for clinical beams are presented in figure 1a for 
each beam as a function of field size; uncertainty bars are smaller than the size of the symbols. 
The comparison with the values interpolated from the Andreo database for the x-ray beams 
generated by a Pantak DXT300 unit are illustrated in figure 1b, where agreement to better than 
about ±0.7% for all the beam energies and field sizes considered was found. 
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Figure 1.  (a) Monte Carlo calculated values of backscatter factors for radiotherapy x-ray 
beams in the range 30 – 280 kVp. (b) Comparison of the MC results (BMC) with those from 

the database of Andreo (Bdb) for the beams from a Pantak DXT300 unit. 

CONCLUSIONS 

Monte Carlo calculations, using EGSnrc of Bw for dosimetry of radiotherapy kV x-ray beams 
have been performed for a broad range of clinical beam qualities and the results compared with 
a newly released database calculated with the Penelope MC system. Their agreement within 
better than about 1%, despite being based on different MC systems and methods, confirms the 
accuracy of both sets of values and provides a mutual quality assurance of the calculations. 
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BACKGROUND 

Current medium-energy X-ray dosimetry protocols present a way to determine the calibration 
factor for absorbed dose to water NDw for suitable ionization chambers from the calibration 
factor for air kerma NKa [1,2]: 

 𝑁𝑁𝐷𝐷w = 𝑁𝑁𝐾𝐾a ∙ �
𝜇𝜇�en
𝜌𝜌
�
w,a

𝑑𝑑
∙ 𝑘𝑘ch ∙ 𝑘𝑘sheath. (1) 

Here, (�̅�𝜇en 𝜌𝜌⁄ )w,a
𝑑𝑑  is the ratio of water to air for the mean mass-energy absorption coefficients, 

at a depth d in water. The chamber correction factor kch accounts for the change in the chamber 
response due to the displacement of water by the ionization chamber and its stem, and the 
change in energy and angular distribution of the incident photon fluence in water as compared 
to air. ksheath is a correction factor for the effects of the waterproofing sheath used in the water 
phantom. For waterproof chambers, 𝑘𝑘𝑄𝑄ℎ𝑓𝑓𝑐𝑐𝑡𝑡ℎ = 1, and thus the chamber correction factor can 
be calculated as follows: 

 𝑘𝑘ch = �𝑁𝑁𝐷𝐷w
𝑁𝑁𝐾𝐾𝑎𝑎

� �µ�en
𝜌𝜌
�
w,a

𝑑𝑑
� . (2) 

Up to now, kch has been known with relative standard uncertainties between 1.5 % and 3.0 %. 
The purpose of this work was to measure kch for waterproof chambers according to Equation 
(2) with significantly lower uncertainties. 

METHODS 

At the Physikalisch-Technische Bundesanstalt (PTB), a primary air-kerma standard based on 
a free-air chamber and a primary absorbed-dose-to-water standard based on water calorimetry 
are maintained [3]. In this work, Farmer-type chambers of the type IBA FC65-G, IBA FC65-
P, PTW TM30013, NE2571, and Exradin A12 were calibrated in terms of NKa and NDw against 
these primary standards at the same X-ray facility for the radiation qualities TH70 to TH300 
generated with tube voltages between 70 kV and 300 kV. Ratios of (�̅�𝜇en 𝜌𝜌⁄ )w,a

2cm were calculated 
based on measured photon fluence spectra free-in-air and calculated spectra at a 2 cm depth in 
a water phantom. The calibration coefficients NDw were determined with relative uncertainties 
ranging from 0.46 % (for TH300) to 0.99 % (for TH70), and the calibration coefficients NKa 
were determined with a relative uncertainty of 0.26 %. The ratio of the mass-energy absorption 
coefficients at a water depth of 𝑑𝑑 = 2 cm,  (�̅�𝜇en 𝜌𝜌⁄ )w,a

2cm, was calculated with an uncertainty of 
0.3 %, giving a combined standard uncertainty of u(kch) between 0.6 % for TH300 and 1.0 % 
for TH70. The results are compared to Monte-Carlo simulations. 
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RESULTS 

The correction factors kch are close to unity within about 1.5 % for all chambers despite 
significant variations of the NKa. For example, the calibration coefficient of the FC65G (with 
graphite walls) rises by more than 5 % from TH300 to TH70, and the calibration coefficient of 
the FC65P (with Delrin2 walls) decreases by 10 % in the same range (see Figure 1). In 
comparison, kch deviates only by up to approximately 1 % from unity. 

 

Figure 1. Chamber correction factor kch and radiation quality correction factor kQ with 
respect to TH300 for the ionization chambers FC65G and FC65P. 

CONCLUSIONS 

In conclusion, kch is determined with relative standard uncertainties of less than 1 % for selected 
Farmer-type chambers. This is a robust correction which varies only slightly between chamber 
types although these reflect significant differences in their air-kerma response as a function of 
the radiation quality. These results will have an impact on the update of the international 
dosimetry protocol IAEA TRS 398 [4]. 
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2 Delrin is the trade name of a type of polyoxymethylene (POM) = (CH2O). 
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BACKGROUND 

The Physikalisch-Technische Bundesanstalt (PTB) provides calibrations of plane-parallel 
ionization chambers mounted on the surface of a rectangular PMMA phantom (13 cm x 13 cm 
x 8 cm) in terms of absorbed dose to water at the surface of a water phantom (zero depth) in 
low energy kV X ray beams for the radiation qualities TW10 – TW100 (10 kV – 100 kV). 
Calibration results refer to reference conditions 𝑄𝑄0,𝑑𝑑0,𝑎𝑎0 (see below). To explain how the 
absorbed dose is obtained under non-reference conditions, the following symbols are needed: 

𝑄𝑄,𝑄𝑄0 radiation quality, reference TW 30 

𝑎𝑎, 𝑎𝑎0 distance from the source to the chamber reference point, reference 30 cm 

𝑑𝑑,𝑑𝑑0 diameter of the circular beam at the surface of the phantom, reference 3 cm 

𝑀𝑀𝑇𝑇 chamber reading when positioned at the surface of the phantom 

𝑘𝑘𝑄𝑄 correction for differences in the radiation quality with respect to the reference 𝑄𝑄0 

𝑘𝑘𝑔𝑔 correction for differences in distance and beam diameter with respect to the reference. 

The absorbed dose under non-reference conditions, 𝐷𝐷𝑤𝑤(𝑄𝑄,𝑑𝑑,𝑎𝑎) is obtained according to 

 𝐷𝐷𝑤𝑤(𝑄𝑄,𝑑𝑑, 𝑎𝑎) = 𝑁𝑁𝐷𝐷,𝑤𝑤(𝑄𝑄0,𝑑𝑑0,𝑎𝑎0)𝑀𝑀𝑇𝑇(𝑄𝑄,𝑑𝑑, 𝑎𝑎) 𝑘𝑘𝑄𝑄(𝑄𝑄,𝑄𝑄0,𝑑𝑑0,𝑎𝑎0) 𝑘𝑘𝑔𝑔(𝑄𝑄,𝑑𝑑,𝑎𝑎) (1) 

where 𝑁𝑁𝐷𝐷,𝑤𝑤 is the absorbed dose calibration factor. The correction 𝑘𝑘𝑄𝑄 can be interpolated from 
values given in the certificate for TW10 to TW100. The correction 𝑘𝑘𝑔𝑔 is given as 

 𝑘𝑘𝑔𝑔(𝑄𝑄,𝑑𝑑,𝑎𝑎) = 𝑁𝑁𝐾𝐾,𝑃𝑃(𝑄𝑄,𝑑𝑑,𝑐𝑐)
𝑁𝑁𝐾𝐾,𝑃𝑃(𝑄𝑄,𝑑𝑑0,𝑐𝑐0)

𝐵𝐵𝑤𝑤(𝑄𝑄,𝑑𝑑,𝑐𝑐)
𝐵𝐵𝑤𝑤(𝑄𝑄,𝑑𝑑0,𝑐𝑐0)

 (2) 

where 𝑁𝑁𝐾𝐾,𝑇𝑇 is the air kerma calibration factor of the chamber when positioned in the PMMA 
phantom and 𝐵𝐵𝑊𝑊 is the water-kerma-based backscatter factor. 𝑘𝑘𝑔𝑔 is chamber-specific and was 
last determined at PTB about 30 years ago for the chamber types PTW M23342, M23344 and 
Capintec PS033, as published in [1]. The purpose of this work was to redetermine the 
corrections 𝑘𝑘𝑔𝑔 for the most frequently used chamber types M23342 and M23344. The reasons 
for the redetermination were: (a) to see whether anything has changed with the chambers since 
1989 and (b) to extend the data base of 𝑘𝑘𝑔𝑔 to a more comprehensive data set. 

METHODS 

The ratios 𝐵𝐵𝑤𝑤(𝑄𝑄,𝑑𝑑,𝑐𝑐)
𝐵𝐵𝑤𝑤(𝑄𝑄,𝑑𝑑0,𝑐𝑐0)

 were obtained from calculations of Grosswendt [2].  𝑁𝑁𝐾𝐾,𝑃𝑃(𝑄𝑄,𝑑𝑑,𝑐𝑐)
𝑁𝑁𝐾𝐾,𝑃𝑃(𝑄𝑄,𝑑𝑑0,𝑐𝑐0)

 were 

obtained from measurements at the PTB calibration facility. Three chambers of the type 
M23342 (SN 592, 2565, 2872) and two chambers of the type M23344 (SN 1058, 1059) were 
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examined. Measurements were done for the qualities ranging from TW10 to TW100 (8 
qualities, see Table 1) at field diameters of 3 cm, 5 cm and 10 cm. 

RESULTS 

Geometry correction factors 𝑘𝑘𝑔𝑔 obtained for the two examined chamber types are listed in 
Table 1. These values are mean values evaluated from the single results of the three M23342 
chambers and the two M23344 chambers. The single results of each chamber type were 
consistent within 0.2 %. In general, the values listed in Table 1 agree with those published in 
[1] within the relative standard uncertainty of 1 %. 

Table 1.  Correction factors 𝑘𝑘𝑔𝑔 for PTW M23342 and M23344 at the distance a=30 cm  
and beam diameters d=5 cm and 10 cm. 

Radiation Voltage Filter HVL M23342 M23344 
quality (kV) (mm Al) (mm Al) 5 cm 10 cm 5 cm 10 cm 
TW 10 10 - 0.030 1.00 1.00 1.00 1.00 
TW 15 15 0.05 0.071 1.00 1.00 1.00 1.00 
TW 20 20 0.15 0.113 1.00 1.00 1.00 0.99 
TW 30 30 0.5 0.359 0.99 0.98 0.99 0.98 
TW 40 40 0.8 0.741 0.98 0.97 0.98 0.96 
TW 50 50 1.0 0.940 0.99 0.97 0.98 0.96 
TW 70 70 4.0 2.94 0.97 0.93 0.96 0.92 
TW100 100 4.5 4.41 0.97 0.94 0.96 0.93 

 

CONCLUSIONS 

The chamber-type-specific geometry correction factor 𝑘𝑘𝑔𝑔 was redetermined for the plane-
parallel chambers of the types PTW M23342 and PTW M23344 when used with the standard 
PMMA phantom. New values agreed with those published about 30 years ago within the 
relative standard uncertainty of 1 %. It can be concluded that the corrections 𝑘𝑘𝑔𝑔 published in 
[1] can still be used. It is intended to extend the data set to more radiation qualities, distances 
and field diameters to provide a more comprehensive data set for users. These extended data 
sets will be suggested for adoption in the revised version of IAEA TRS 398 [3], the 
international dosimetry protocol. 
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BACKGROUND 

The ARPANSA Primary Standard Dosimetry Laboratory (PSDL) was invited by the IAEA to 
contribute to the update of IAEA TRS-398 for high energy photons. The ARPANSA PSDL 
has measured and calculated both experimental and Monte Carlo calculated kQ factors. 

METHODS 

The ARPANSA PSDL has been measuring kQ values of ionisation chambers since 2014 by 
measuring absorbed dose to water calibration factors in Co-60 gamma radiation, and 6X, 10X 
and 18X photon beams from an Elekta Synergy linear accelerator. These measurements are 
traceable to the graphite calorimeter which is the Australian primary standard for absorbed 
dose. kQ have also been calculated with Monte Carlo simulations. The EGSnrc user code 
egs_chamber has been used to construct realistic models of a number of reference class 
ionisation chambers. Models of the Co-60 source and the linear accelerator photons beams 
were then used to calculate the doses to the sensitive volumes of the chambers and the dose to 
water to realise the theoretical kQ value. 

RESULTS 

 

Figure 1.  Experimental kQ measured for twenty 2571 chambers (coloured) compared to two 
current protocols and Monte Carlo calculated values. 
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kQ values have been measured for eight different types of ionisation chambers. The differences 
between IAEA TRS-398 kQ values and those measured are shown in Figure 1 for the 2571 
chamber along with comparison to those given in the updated AAPM TG-51 protocol. 

Monte Carlo kQ calculations for ten chamber types used for photon reference dosimetry have 
been determined with the 2571 chamber results shown in Figure 1. The differences between kQ 
calculated using ICRU37 and ICRU90 data have been calculated to be approximately 0.2 % 
for all ten chamber types. 

CONCLUSIONS 

The ARPANSA PSDL has measured and calculated kQ values for a range of reference 
ionisation chambers. These will contribute to the revision of the high-energy photon dosimetry 
update of IAEA TRS-398. 
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BACKGROUND 

There is currently a major effort to revise protocols for calibration of external beams.  The 
addendum to the AAPM TG-51 protocol for reference dosimetry of photon beams [1] was 
published in 2014.  The joint AAPM/IAEA code of practice for dosimetry of small fields used 
in external radiation therapy [2] was published in 2017.  The IAEA is updating the TRS-398 
code of practice for absorbed dose determination for external beams and the AAPM working 
group on the review and extension of beam quality conversion factors (WGTG51) is working 
on an addendum to the TG-51 protocol for electron beam dosimetry. 

METHODS 

The focus of this work is on progress toward updating the TG-51 protocol for reference 
dosimetry of electron beams in terms of considerations for the ion chamber calibration beam 
quality and the selection of ion chamber type, shifts and corrections required for accurate 
reference dosimetry and new accurate data for electron beam quality conversion factors.  A 
review of the literature is performed to compile a consistent set of data for accurate beam 
quality conversion factors and used to make recommendations to simplify and improve the 
accuracy of clinical electron beam dosimetry. 

RESULTS 

Three calibration routes produce satisfactory results for electron beam reference dosimetry.  
Reference-class cylindrical chambers calibrated in cobalt-60 can be used for calibration of all 
electron beams, even those with energy less than 6 MeV [3]. Variations of beam quality 
conversion factors for parallel-plate chambers are less dramatic than previously thought [4] so 
direct calibration of these chambers in cobalt-60 can be performed and a generic beam quality 
conversion factor can be used.  Finally, cross-calibration of parallel-plate chambers against 
cylindrical reference chambers in a high-energy electron beam is still a viable option and this 
method will be more accurate with updated beam quality conversion factors described below. 

The issue of the effective point of measurement and the treatment of gradient effects is revisited 
with data from the literature [5,6].  For depth-ionization measurements, optimal shifts, different 
from those recommended in current dosimetry protocols, are recommended for accurate R50 
determination using both cylindrical and parallel-plate chambers.  The same shift is 
recommended for point dose measurements for parallel-plate chambers as it allows more 
accurate determination of kQ factors.  For point dose measurements with cylindrical chambers, 
the point of measurement is taken as the center of the chamber cavity and the gradient 
correction is accounted for with Monte Carlo calculations of beam quality conversion factors, 
yielding acceptable results. 
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Figure 1.  Normalized kQ factors for parallel-plate (PTW Roos) and Farmer-type (NE2571 

and Exradin A12) chambers.  Error bars are shown for representative measurements. 

Figure 1 shows beam quality conversion factors for commonly used ion chambers normalized 
in a high-energy beam with R50=7.5 cm compiled from several publications (see [6] and 
references therein) that use Monte Carlo calculations or measurements performed at primary 
standards laboratories as well as those in the TG-51 protocol.   For at least a few chamber types 
there are now several sources of high-quality data that provide a basis for updated beam quality 
conversion factors.  Figure 1 shows variable agreement between TG-51 kQ factors compared 
to high-quality compiled data depending on the chamber type with differences up to 2 % in 
low-energy beams, motivating the use of updated factors. 

CONCLUSIONS 

This work presents progress toward updating the TG-51 protocol for electron beam reference 
dosimetry to improve the accuracy of beam calibration by providing updated beam quality 
conversion factors and simplifying the calibration procedure (e.g., by removing the 
requirement for a measured gradient correction) with the goal of reducing errors in the clinic. 
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BACKGROUND 

Dosimetry is an important asset in the therapy of neuro-endocrine tumours with radiolabelled 
peptides. Initially therapy was performed with 90Y-DOTA-octreotide with good results [1, 2], 
but many cases of severe kidney damage have been observed due to the difficulty in performing 
accurate dosimetry for this pure β-emitter [3]. Therapy with 177Lu-DOTA-octreotate does offer 
the possibility of performing dosimetry assessments by its emission of two γ-rays at 113 and 
208 keV [4]. Nevertheless, this last product was granted worldwide market authorization on a 
fixed activity administration scheme after very successful grade 3 trials showing prolonged 
progression free and overall survival with good quality of life in comparison to conventional 
treatments [5, 6]. Peptide Receptor Radionuclide Therapy (PRRT) forms the second-line 
treatment for neuroendocrine tumours [7]. 

METHODS 

Dose response curves have been found for the late (2-3 years after therapy) occurrence of 
kidney damage after therapy with 90Y-DOTA-octreotate [2]. The dose limit depends strongly 
on the number of therapy cycles given and without additional risk factors for renal problems is 
set at 40 Gy Biologically Effective Dose (BED). The absorbed dose needed to reach reduction 
of tumour volume in PRRT with both 90Y and 177Lu is in the order of 200 Gy [8, 9]. PRRT with 
177Lu-DOTA-octreotate given in 4 cycles of 7.4 GBq lead to kidney absorbed doses in the range 
of 5-35 Gy (N=407) [10]. Despite this huge variation in absorbed dose additional cycles as 
salvage therapy does not lead to renal toxicity [11]. Hematologic toxicity is however observed 
after PRRT, 11% (sub-) acute toxicity and 4% late persistent toxicities [12, 13]. 
Disappointingly dosimetry does not form a predictive indicator for these events. 

DISCUSSION 

PRRT has been approved with a fixed dosing scheme and most centres follow this approach. 
Increasingly it is realized that PRRT should follow the regulations and procedures customary 
in other forms of radiotherapy; dosimetry guided treatment planning. Treating patients up to 
an absorbed dose to the kidneys of 23 Gy does not seem to lead to huge advantage in patient 
survival [14] in comparison to therapy without dosimetry [11]. Prospective clinical trials are 
ongoing to determine whether treatment to 40 Gy (BED) to the kidneys is more beneficial [15]. 

CONCLUSIONS 

Despite the potential for performing dosimetry and the knowledge of dose response relations 
for PRRT dosimetry guidance is not fully exploited yet to design optimal treatments with 
possibly a shift from palliative care to complete cures. 
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BACKGROUND 

Radioembolization (RE) with Y-90 microspheres has gained acceptance as an alternative to 
chemoembolization for treatment of unresectable hepatocellular carcinoma and liver 
metastases [1]. For glass microspheres, the recommended administered activity is calculated to 
deliver 80 - 150 Gy to the treated lobe, while not exceeding 30 Gy to the lungs [2]. This 
calculation, which depends only on the treated liver mass and the lung shunt estimated from 
pre-treatment 99mTc-MAA imaging, assumes a uniform activity distribution in liver without 
differentiating absorbed doses (ADs) to lesions and parenchyma. Although the current 
approach to RE has led to high rates of tumor response with limited side effects, reported 
survival is in the range 8 - 30 months [1,3]. Thus, there is a strong incentive for employing 
dosimetry guided personalized therapy to achieve more durable responses. Ultimately, 
dosimetry guided treatment planning in RE requires robust relationships between the delivered 
dose metrics and pre-treatment prediction either by the traditional MAA study or recent [4] or 
future developments. However, post-therapy imaging also has value, potentially as an early 
predictor of toxicity and response and to plan subsequent REs or external beam radiation 
therapy (EBRT). Furthermore, direct estimates of the delivered dose metrics can be used to 
establish the dose – outcome models for predictive imaging-based treatment planning in the 
future. Because of the potential for different distributions of the MAA particles and the 
microspheres due to various factors, AD estimates from direct Y-90 imaging is expected to be 
more reliable for dose – outcome studies. The two options for post-therapy imaging in RE, Y-
90 PET and bremsstrahlung SPECT, are both challenging, but PET offers higher spatial 
resolution and is generally considered to have higher quantitative accuracy especially if scatter 
correction is not available for SPECT. For glass microspheres, there have been a few recent 
reports on dose – response using Y-90 PET/CT-derived AD estimates [5-7]. 

METHODS 

Time-of-flight Y-90 PET/CT was performed within a couple of hours of radioembolization in 
24 patients (89 lesions) with primary (hepatocellular, cholangiocarcinoma) and metastatic 
(neuroendocrine, colon, pancreatic, rectal, melanoma, adrenal) liver lesions. Quantitative Y-90 
imaging is challenging, hence clinically relevant phantom studies were first performed to 
determine optimal reconstruction parameters for the patient studies and to validate the 
quantification. Since the Y-90 PET image was available in units of Bq/mL, further calibration 
factors were not needed for quantification, but volume dependent recovery coefficients (RCs) 
were used for mean value partial volume correction. Voxel-level dosimetry was performed 
with the Dose Planning Method (DPM) Monte Carlo code [8] with the PET activity map 
coupled with the CT-derived density map as the input. The DPM dose-rate map was converted 
to an AD map accounting for physical decay. The voxel level BED was calculated using the 
reformulation of the linear quadratic model for Y-90 radioembolization therapy [9].  Lesions > 
2 cc were outlined on baseline contrast enhanced CT or MRI by a radiologist and transformed 
to co-registered Y-90 PET/CT for dosimetry. Lesion specific shrinkage (percentage reduction 
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in largest diameter) at first follow-up was determined according to RECIST (available for all 
lesions) criteria that assesses physical size and mRECIST (available only for a subset) criteria 
that assesses the viable portions of the lesion.  Lesions were also categorized as responding 
(CR, PR) and non-responding (PD, SD). For mRECIST response, logit regression tumor 
control probability (TCP) models were fit via maximum likelihood to relate lesion level binary 
response to the dose metrics. As an exploratory analysis, the non-tumoral liver absorbed dose 
– toxicity was also evaluated. 

The Y-90 PET/CT based AD maps corresponding to some lesions showed necrotic regions that 
were under-dosed by the Y-90 therapy. These images were loaded on to an EBRT treatment 
planning system to explore the potential for boosting under-dosed areas with EBRT. 
Furthermore, for a subset of patients an exploratory analysis was performed to compare Y90 
PET/CT based absorbed dose estimates with estimates from bremsstrahlung SPECT/CT that 
included previously developed [10] Monte Carlo based scatter correction in the OS-EM 
reconstruction. 

RESULTS 

In the phantom studies, the activity quantification errors for the liver, and 29 mL,16 mL, and 8 
mL liver inserts were 8%, 21%, 27%, and 30%, respectively, without RCs and 1%, 5%, 5%, 
14%, respectively when volume-dependent RCs were applied. In the patient studies, 
administered activities ranged from 0.5 to 5.8 GBq with a median value of 2.8 GBq. Analyzed 
lesion volumes at baseline ranged from 2 to 828 cc with a median value of 9 cc. For all lesions, 
the median PET-derived uptake was 5.4 MBq/mL (range 0.02 to 28.0) and the lesion-to-normal 
liver uptake concentration ratio was 4.2 (range 0.02 to 39.1) considering the treated liver lobe 
and 6.9 (range 0.03 to 93.9) considering the entire liver. Considering all lesions, the median 
AD was 268 Gy (range 1 to 1271) and the median BED was 404 Gy (range 1 to 4337). 
Considering all treatments, the median normal liver AD was 45 Gy (range 8 – 77). There was 
good agreement between lesion and liver AD estimates from Y-90 PET/CT and estimates from 
bremsstrahlung SPECT/CT when scatter correction was included in the reconstruction. 

Treatment related toxicities were low and there was no correlation between non-tumoral liver 
AD and toxicity measures. Lesion specific response rates were 27% as assessed by RECIST 
for all 89 lesions and 57% by mRECIST for the subgroup of 42 lesions that had the required 
images for mRECIST analysis (RECIST response in this subgroup was 31%). For AD, the 
mean value among all responding lesions was 559 Gy and among non-responding lesions was 
183 Gy (p < 0.0001).  For BED, the mean value among all responding lesions was 1129 Gy 
and among non-responding lesions was 255 Gy (p < 0.0001).  In the TCP analysis, both mean 
AD and BED metrics were significantly associated with the probability of response (AUC 0.87 
to 0.90, p<0.0001).  The AD yielding 50% TCP was 292 Gy, which is in between the value of 
390 Gy reported by Chiesa et al [11] using pre-therapy Tc-99m MAA SPECT/CT based 
estimates and the value of 160 Gy reported by Kappadath et al [12] using bremsstrahlung 
SPECT/CT based estimates in RE with glass microspheres. The differences in the imaging 
modalities and activity quantification procedure as well as patient populations potentially 
contribute to the observed differences in the three studies. 

CONCLUSIONS 

Post-therapy Y-90 imaging with PET/CT or SPECT/CT is valuable for treatment verification 
and for establishing dose – outcome relationships in RE. The significant association between 
tumor dose metrics and response coupled with the low incidence of toxicity evident in the 
current study, demonstrates the potential for TCP guided treatment planning. However, these 
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results need to be confirmed in a larger cohort and robust relationships between pre- and post-
therapy imaging-based estimates are also needed for treatment planning. 
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BACKGROUND 

Yttrium-90 (90Y) microspheres are commonly used for hepatic selective internal radiotherapy. 
Evaluation of a lung shunting fraction using 99mTc macro-aggregated albumin (MAA) 
scintigraphy is required to simulate the distribution pattern of the 90Y therapeutic activity for 
selective internal radiotherapy treatment of liver malignancies. The lung shunt fraction (LSF) 
is defined as the ratio of radioactive counts in the lungs to the combined radioactive counts in 
the lungs and liver. Significant error in 90Y microsphere treatment dose did occur if the regions 
of interest (ROIs) or volumes of interest (VOIs) were not defined properly in the lung shunting 
calculation. The purpose of this study was to compare the radiation dose calculation from 
different lung shunt fraction (LSF) for pre-treatment evaluation of selective internal 
radiotherapy )SIRT( between planar scintigraphy )PS( and SPECT/CT imaging. 

METHODS 

The lung shunting percentage (%LSF) on 99mTc macro-aggregated albumin (MAA) planar and 
SPECT/CT imaging of 16 hepatocellular carcinoma patients were retrospectively analyzed. In 
dosimetric calculations, all variables were derived from medical record. Activity administered 
was calculated using a body surface area (BSA) and partition model (PM) method. 

RESULTS 

Lung shunt percentage as calculated from planar scans was almost 2 times higher in all cases 
as compared to SPECT/CT results in the same patients, 8.68 ± 6.44 and 4.45 ± 4.20, 
respectively )p = 0.000(. Estimated treatment activity (TA) using BSA method in 81% (13/16 
patients) whose %LSF on both imaging were less than 10%, PS-based TA were equal to 
SPECT/CT-based TA. In 2 of 16 patients whose PS-based %LSF were 10.04% and 18.43%, 
estimated PS-based TA using dose reduction factor, were less than SPECT/CT-based TA (with 
%LSF of 4.5% and 14%, respectively). In the rest 1 patients, SIRT is ineligible on PS (LSF 
21.38%) but eligible based on SPECT/CT (LSF 13.8%). For PM method, mean of PS-based 
and SPECT/CT-based TA were significantly different, 2.55 ± 2.13 vs 2.46 ± 2.08 GBq (p = 
0.000). With these given TA and %LSF, estimated lung absorbed dose is considerably higher 
on planar scans, 10.87 ± 8.24 and 5.32 ± 5.47 Gy, for PS and SPECT/CT respectively (p = 
0.000). 

CONCLUSIONS 

PS-based %LSF was significantly higher than that of SPECT/CT-based, possibly from organ 
overlapping in 2D images. Care should then be taken in dose calculation, either with BSA and 
PM method, to prevent unintentional reduction of TA from overestimate of the LSF which 
possibly lead to underdosing. SPECT/CT can provide a more accurate measurement of LSF 
than planar imaging. 
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BACKGROUND 

In a collaborative work between the National Cancer Institute (INCA), the Centre of Nuclear 
Medicine and Molecular Imaging of the University Hospital (CMNIM), the Uruguayan Centre 
for Molecular Imaging (CUDIM) and the Faculty of Chemistry, Uruguay introduced in 2017 
peptide receptor radiotherapy (PRRT) with both 177Lu-DOTATATE and 177Lu-PSMA. In this 
work, the quantification of planar images was chosen to establish the biokinetic profile over 
time and the data set was complemented with blood samples [1]. The calculations were made 
based on the MIRD methodology and the tool to estimate the doses was the OLINDA / EXM 
code. 

METHODS 

The work was performed with two groups of patients, four treated with 177Lu PSMA and two 
treated with 177Lu-DOTATE. The protocols were approved by the ethics committee in 
accordance with the national regulations and the Declaration of Helsinki principles. The 
average amount of  177Lu-DOTATATE was 7.6 ± 0.4 GBq co-administered with an intravenous 
infusion kidney-protective of amino acids.  177Lu PSMA average administered activity was 
6.40 ± 0.25 GBq. 

Attenuation corrections of planar scans was performed using a transmission image with flood 
source filled with 177Lu (500-1000 MBq). The dosimetric protocol for  177Lu PSMA required 
blood sampling (3mL) at 0.3,1, 2, 24, 48, 72 and 168 hours. Planar images at 2 (without 
micturition), 24, 48,72 and 168 hours (with previous micturition) post administration. SPECT 
CT at 48 hours. 

The dosimetric protocol for  177Lu DOTATATE required blood sampling (3mL) at 1, 2, 4,  24, 
96 and 168 hours. Planar images at 1 (without micturition), 24, 96 and 168 hs (with previous 
micturition) post administration. SPECT CT at 96 hs. 

All the images were acquired in a MEDISO AnyScan SC-SN-3-60R gamma camera of two 
heads with medium energies collimator at 208 KeV with 15% window. Planar images were 
corrected both for scatter using TEW method and for attenuation using the transmission scan 
according to Siegl et al [2]. Activity of the images was quantified according to the conjugate 
view method and time-activity curves plotted. For the conjugate view calculations, the injected 
activity was considered the 100% of the counts of the first whole body image, ROIs for whole 
body (WB) kidneys and liver were draw. Liver and kidneys thickness were determined by a 
high-resolution CT [3].  In order to determine red marrow (RM) dose, blood samples were 
weighed and activity measured in a Captus 3000 well detector NaI(Tl) 1x1’’ associated to an 
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MCA.  Both whole body and blood data were processed using OLINDA/EMX code to 
determine the accumulated activity profile and the doses of the critical organs. 

RESULTS 

The estimated doses in RM, kidneys, liver and WB for each patient treated with 177Lu PSMA 
or 177Lu DOTATATE are presented in table 1.  

Table 1. Patients Doses (Gy) 

 177Lu PSMA   
Patient RM (Gy) Kidneys Liver WB 

1 0.27 1.98 7.46 0.42 
2  0.95 4.44 0.50 0.56 
3 
4 

Mean ±SD 

0.64 
2.01 

0.97±0.75 

3.15 
8.75 

4.58±2.96 

0.50 
1.06 

2.38±3.39 

0.20 
0.37 

0.39±0.15 
     

177Lu DOTATE  
Patient RM (Gy) Kidneys Liver WB 

1 Masculine 1.31 6.11 7.21 1.33 
2 Feminine 1.38 10.14 6.16 1.07 
Mean ±SD 1.34±0.05 8.12±2.85 6.68±0.74 1.20±0.19 

 

Although patient 1 showed a liver dose out of range, it was due to high uptake in liver 
metastases, not present in the rest of the patients of his group. 

CONCLUSIONS 

The method was robust, easy to implement in routine and patients showed doses in consonance 
with published data. Taking into account the total amount of therapies with 177Lu is facing an 
important increase, these results embolden to further improvement of the method, aiming to 
increase the accuracy in the absorbed dose estimates and its correlation to haematological 
response.  

Acknowledgements: Dra. H. Balterc, Lic. Eugenia Demarcob,  Lic P.Grahambellb. 
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BACKGROUND 

The aim of this work was to calculate the radiation absorbed dose to kidneys, liver and spleen 
of Patients with diagnosed neuroendocrine tumours (NETs) treated with 177Lu-DOTATATE. 

METHODS 

We enrolled 81 patients (male/female patients, 60/21) with mean age of 48.1±15.3 years 
affected by different types of NETs diagnosed with 68Ga-DOTANOC PET-CT and 
biochemical markers. For radiation protection of kidneys, amino acid mixture (lysine and 
arginine) was co-infused; 3.7 to 7.4 GBq (100-200 mCi) of 177Lu-DOTATATE was infused 
to each patient over 30 minutes. Each patient underwent a series of 9 whole-body scans at 30 
minutes (pre-void) and 4,  24, 48, 96, 144, and 168 h. The organs included in dosimetric 
calculation were kidney, liver, spleen, pituitary gland, and NETs. All dosimetric calculations 
were done using the OLINDA/EXM 1.0 software. 

RESULTS 

Physiological uptake of 177Lu-DOTATATE was seen in all patients in kidneys, liver, spleen, 
and pituitary gland. Radiation absorbed doses were calculated: 0.54 ±0.1 mGy/MBq for 
kidneys, 0.23 T 0.05 mGy/MBq for liver and 1.27 ± 0.14 mGy/MBq for spleen. 

CONCLUSIONS 

The maximum cumulative activity of 177Lu-DOTATATE that can be safely administered to a 
patient within permissible renal threshold in our study was found to be 40 GBq (1100 mCi). 
However, there are considerable interpatient differences in absorbed doses of all organs 
requiring individualized dosimetry for optimizing tumour dose. 
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BACKGROUND 

Based on WHO data in 2014, prostate cancer in Indonesia has been ranked as the 3rd place 
after lung and colorectal cancers. In the last few years, the management of prostate cancer in 
nuclear medicine in Indonesia has been evolved in diagnostic procedures. According to some 
references, 177Lu has been used for theranostic procedures because it can be utilized as 
diagnosis and therapy agent. In addition, several clinical evaluations of 177Lu-PSMA [1] have 
been carried out worldwide and the results have been satisfactory in prostate cancer patients. 
The individualized patient dosimetry in Radionuclide Therapy also has been considering as a 
global issue since the Bonn Call for Action in 2012 has stated that patient dosimetry in 
Radionuclide Therapy should be more developed to consider radiation protection of patient 
who undergo therapy using unsealed radionuclide (Radionuclide Therapy, RNT). Nevertheless, 
the implementation of dosimetry in RNT in Indonesia has not been applied before 2017. Hence, 
considering the benefits, Indonesia has initiated a pre therapy dosimetry study for prostate 
cancer patient who will be treated using 177Lu-PSMA in the mid of 2017 with the support from 
IAEA-CRP E230005 “Dosimetry in Molecular Radiotherapy for Personalized Patient 
Treatments. The study is aimed to perform pre therapy dosimetry and investigate the radiation 
dose to kidney and liver as critical organs in radionuclide therapy using 177Lu-PSMA, and 
establish the protocol for performing patient dosimetry for patients in radionuclide therapy in 
Indonesia. 

METHODS 

The study has been attributed by ethical approval no.LB.04.01/A05/EC/358/XII/2017. For 
initial study, twelve prostate cancer patients have been administered with 228.61±13.80 MBq 
of PSMA -CC34 labelled with 177Lu. The selected patients are the prostate cancer patients who 
have negative result on bone scan. The quality of labelled product was determined by thin layer 
chromatography equipment with the purity about 95%. After 4,24, and 48-hour post injection, 
patients were scanned by Gamma Camera Infina Siemens with the scan speed of 10 cm / minute 
using a dual-head gamma camera equipped with a parallel-hole medium-energy collimator. 
Double peaks at 113 and 208 keV and 15% window settings are used for WBS acquisition. The 
results of image acquisition were analysed using View Conjugate Methods by following the 
protocol described on MIRD 16, for a pair of anterior and posterior images[2]. The result of 
analysis was in mCi or MBq of activity in organs. This value then has been calculated to the 
administered dose to get %ID of 177Lu-PSMA. The %ID of organs has been used as the input 
of OLINDA/EXM to get the organ doses in mSv/MBq. 
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RESULTS 

The result of this study has shown that kidneys and liver are the organs which receive the 
highest radiation dose from the administration of 177Lu-PSMA. Moreover, similar to other 
studies in individualized patient dosimetry using 177Lu, the kidney dose then can be used as 
organ limiting dose for the next therapy procedures using the 177Lu-PSMA. Hence, it can be 
stated the radiation dose to kidneys will not receive more than 1 Gy, while the limit dose for 
kidney in most RNT procedures are 30 Gy. 

 

Figure 1. The kidney and liver doses after injection of 177Lu-PSMA CC34 in prostate cancer 
patients. 

Since there were some bone uptakes in few patients, it has been found the reference stating that 
PSMA-CC34 may have reacted to the blood serum and finally may result in the uptake of 177Lu 
in bones. For this reason, an analysis for bone marrow dose needs to be done. However, since 
the acquisition process was only performed in planar studies, this study cannot give the 
information needed to determine bone marrow dose for the patients. In further studies, the 
SPECT/CT will be utilized to support the development on patient dosimetry in RNT in 
Indonesia. 

CONCLUSIONS 

The study has shown that kidneys and liver received the highest uptake in pretherapy dosimetry 
using 177Lu-PSMA-CC34 with the dose of 0.045 ± 0.016 and 0.007 ± 0.003 mSv/MBq. In the 
future, the protocol for patient dosimetry in RNT in Indonesia can be developed based on the 
study with some improvements. 
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BACKGROUND 

Dosimetry audits are an effective tool for quality improvement and patient safety in Radiation 
Therapy. Numerous examples show how dosimetry audits have played a key role in setting and 
improving treatment standards as well as in identifying issues which may cause harm to 
patients, such errors in reference dosimetry [1-3]. They also are crucial in supporting the 
implementation of complex techniques and in facilitating awareness of issues which may exist 
in specific combinations of equipment. External dosimetry audits are, without any doubt, an 
excellent safety net to trace inaccuracies that otherwise would not easily be detected. 

During the last years there has been an explosion on the implementation of new technology 
and techniques. These techniques are implemented in large university centers as well as small 
hospitals. External dosimetry audits, in both scenarios, provide external validation of the 
dosimetry chain which not only results in ensuring safety but also improves treatment quality. 

Dosimetry audits are part of institution credentialing for clinical audits [4,5]. However, even if 
the benefits of dosimetry audits are acknowledged by all professionals in Radiation Oncology, 
it is still not a routine practice in all radiotherapy centers across Europe. 

METHODS 

While the benefits of dosimetry audits are clear, the organization of those audits is challenging, 
both from the design and also from the economical sustainability. Therefore, innovative ideas 
to reduce the cost while keeping the potential in error or inaccuracies detection are being 
discussed. For instance, remote auditing using the detectors and phantoms from the institution 
with a central independent validation has been explored by EORTC Quality Assurance group 
[6]. The Australasian clinical trials group is testing a methodology using electronic portal 
devices [7]. Alternative approaches could include collection of log-files for continued 
assessment of quality [8], which could be of particular value in clinical trials. Alternative 
methods for efficiency of audit include the use of complexity metrics to pre-determine which 
plans should be investigated, however no metric appears to yet exist which gives a robust 
response across all planning and/or delivery systems [9]. 

Regional and national initiatives of audit networks are particularly interesting. These initiatives 
have the added value of promoting quality sensibility amongst radiation oncology teams and 
harmonizing the quality standards in the region [10-12]. 

The IAEA has played a key role in facilitating and conducting dosimetry audits all over the 
world [13]. For instance, it keeps an updated database of all dosimetry audit networks, regional, 
national and supranational [14]. It also has training programs for medical physicists who want 



Contribution ID: 337  Type: Oral 
 

193 
 

to implement dosimetry audits in their countries and lately has developed an end-to-end audit 
methodology using an anthropomorphic phantom (SHANE) for IMRT and VMAT. This 
phantom can be borrowed by different countries that want to launch a national audit on 
advanced techniques. 

CONCLUSIONS 

Dosimetry audits can support quality improvement through standardisation of radiotherapy 
practice across the world and should be an integral part of any quality management 
programmes in radiotherapy. There are multiple challenges in designing and running effective 
dosimetry audits in a time when new techniques and new equipment are being implemented in 
a large scale all over the world. Solutions such as audit networks with shared phantoms and 
methodologies could be an excellent solution for institutions that are implementing new 
technologies. The use of remote auditing using in-house phantoms and detectors with a 
centralised independent evaluation are also cost-effective methodologies that should be further 
explored to assess its sensitivity and specificity of the local detection of errors in comparison 
with independent measurements. 
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BACKGROUND 

Intensity modulated radiation therapy (IMRT) is becoming commonly used in radiotherapy 
centres. Due to increased complexity of the IMRT planning and delivery, when compared to 
3-dimensional conformal radiotherapy (3D-CRT), stringent quality assurance (QA) procedures 
are needed to safely implement and perform IMRT. To facilitate safe and efficient use of 
IMRT, the IAEA has developed an audit methodology for reviewing the physics aspects of 
IMRT Head and Neck (H&N) treatments through on-site visits. This audit was carried out in 
Portugal with the IAEA assistance. The results are presented in this work. 

METHODS 

All institutions presently performing IMRT treatments in Portugal (20/24) have volunteered to 
participate in the project. The audited radiotherapy equipment encompassed different treatment 
machines, treatment planning systems (TPS), dose calculation algorithms and IMRT delivery 
techniques, including volumetric modulated arc therapy (15), sliding window (3), step and 
shoot (1) and helical IMRT (1). 

Following the IAEA methodology [1], the national auditor travelled through 20 centres 
between March and September 2018 taking with her the SHANE phantom (CIRS Inc, Norfolk, 
Virginia). This specially designed H&N phantom in combination with a DICOM RT structure 
set of target volumes and organs-at-risk were used to simulate all steps of a nasopharynx IMRT 
treatment as if it were a typical patient. To guide the planning process, a list of dose-volume 
objectives and constraints was provided. The national auditor spent two days at each centre. A 
CT scan of SHANE phantom and treatment planning were done in the first day. The second 
day was dedicated to the audit measurements. In total 20 H&N IMRT plans were created and 
verified using the same dosimetry system and evaluation metrics. The on-site measurements 
also included tests to evaluate the MLC performance – picket fence/band test – and small beam 
dosimetry, namely verification of the field size and penumbra width of a 2 × 2 cm2 MLC shaped 
field using EBT3 film. Treatment machine daily output variation was also checked and taken 
into account. The comparison between TPS calculations and measurements with small volume 
ionization chamber at four positions inside the SHANE phantom corresponding to PTVs and 
spinal cord, was performed. Also, an EBT3 film was positioned in a coronal plane and 
irradiated with three treatment fractions. FilmQA Pro software (Ashland Inc., Covington, 
Kentucky) was used to evaluate the agreement between film measurements and TPS calculated 
dose distributions. 
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RESULTS 

Analysis of MLC tests showed that leaf positioning accuracy was within ±0.5 mm in all 
institutions. Differences between field size and penumbra widths of the measured in-plane and 
cross-plane profiles for the 2 × 2 cm2 field and the ones calculated in TPS were within ±2 mm. 

All participants have generally met the proposed plan constraints despite the differences in 
technology, adopted planning strategies and dose calculation specificities. All plans were 
considered deliverable by the local medical physicists, using the local QA equipment, 
evaluation metrics and acceptability criteria. Considering ionization chamber measurements 
performed by the auditor in SHANE, differences between the calculated doses corrected for 
the daily output – Dcal* – and the measured doses were within the established tolerances of ±5% 
for PTVs and ±7% for the spinal cord, in all centres. One follow-up visit was required to resolve 
a major deviation in the spinal cord. A summary of percent differences per measurement point 
is presented in Figure 1. 

 

Figure 1. Boxplot summarizing the ionization chamber measurement percent differences for 
PTVs and spinal cord. The whiskers are defined as the largest and lowest data values within 
1.5 times interquartile range. Points above/bellow those limits - outliers - are denoted by a 

‘+’. Mean values are represented by a ‘o’. 

For film analysis, passing rates were on average 96.9 ± 2.9% (ranging from 90.3% to 99.1%). 
All above the acceptance limit of 90% for a criterion of 3% global dose/3mm, 20% threshold. 

CONCLUSIONS 

The audit results revealed that the status of TPS calculations and dose delivery for H&N IMRT 
in Portugal is within the specified tolerances with no major reasons for concern. 
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BACKGROUND 

In radiotherapy, external auditing programs and the use of dose evaluation systems for quality 
control are not new. Radiological Physics Center (RPC) of the MD Anderson Cancer Center 
of the University of Texas since 1968 [1] and the International Atomic Energy Agency (IAEA) 
which since 1969 [2] have been conducting a dose postal program with thermoluminescent 
dosimeters (TLD). Several other societies and organizations around the world have developed 
their own evaluation systems [3,4], including Brazil [5], through the Quality Program in 
Radiotherapy (PQRT) of the National Cancer Institute (INCA). Currently, the only institution 
in Brazil that does quality control in radiotherapy through local and postal evaluations is 
INCA's PQRT, but limited to the physical parameters of the photon and electron beams and 
has not yet implemented a system for the evaluation of complex techniques - such as the IMRT. 
The main objective of this work was to develop a quality control system for intensity modulated 
radiotherapy (IMRT) with the use of thermoluminescent dosimeters and radiochromic films, 
which can be sent by post, which is valuable given the continental dimensions of Brazil. 

METHODS 

A phantom (figure 1a) was constructed to be irradiated by the institution evaluated in the 
external audit with 200 cGy in the PTV and consists of eight 15 cm x 15 cm polystyrene plates, 
two of them serving only as base and top. The central part is the heart of the system, composed 
of six 0.5 cm thick plates with 81 wells to accommodate the Harshaw TLD-100 chips in each 
plate and one cavity for the Gafchromic EBT2 radiochromic film. In these six plates five 
heterogeneities are inserted, representing various tissues of the body in a prostate treatment 
configuration as shown in figure 1b below. 

 

 
Figure 1. a. Phantom closed, b. Internal plate with heterogeneities. 

The detectors are further evaluated in the PQRT dosimetry lab using a Fimel PCL3 reader 
(TLDs) and an Epson Perfection V850 PRO scanner and a home-built software (radiochromic 
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films) [7]. As a criterion for the analysis of the results of the doses measured with the TLDs, 
±3% was chosen for the PTV and ±5% for the OARs. For the analysis of the gamma index of 
the radiochromic film the criterion 95% pass rate was chosen in 5% -3mm gamma index. The 
expanded uncertainty (U) for a 95% confidence interval of the results is 1.3% for the TLDs and 
1.7% for the radiochromic film, which demonstrates the good accuracy of the present system 
for quality control in IMRT. 

RESULTS 

The results of the first 15 institutions evaluated are shown in Table 1. 

Table 1.  Results of the first 15 institutions evaluated. 

Evaluation In accordance Not in accordance % acceptance 
TLD PTV 13 2 86,7% 
TLD OARs 10 5 66,7% 
Gamma Index 95% 12 3 80,0% 

 

CONCLUSIONS 

The system created for external audits of dose and dose distribution in treatments using the 
IMRT technique proved to be efficient in detecting nonconformities. 
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BACKGROUND 

Alanine is increasingly used at radiation therapy level doserates, the low atomic number of 
alanine, the size of dosimeters, the linearity of response and the non-destructive read-out are 
among the reasons why it is attractive for radiation therapy applications. A number of 
laboratories have previously demonstrated an alanine capability at doses below 100 Gy [1, 2] 
and the National Research Council of Canada has been developing such a capability over recent 
years [3]. The intention is for the NRC to provide a mailed audit dosimetry service to Canadian 
cancer centres, similar to mailed services offered by IROQ-Houston, the IAEA and the NPL. 
Some validation work has been done, comparing the NRC alanine measurements to doses 
derived using a calibrated ionization chamber (traceable to NRC) but an external validation is 
necessary to demonstrate international equivalence. 

METHODS 

A bi-lateral comparison was carried out during the period 2017-2018, between the NRC and 
the NPL. This was a reciprocal or symmetrical comparison: i) NPL alanine dosimeters were 
sent to NRC for irradiation, and then returned to NPL for read-out; ii) NRC alanine dosimeters 
were sent to NPL for irradiation, and then returned to NRC for read-out. 

It is generally recommended that for delivered absorbed dose values lower than 15 Gy, an 
additional step in the alanine readout is required to remove the effect of background signals in 
the measured EPR spectrum. These background subtraction algorithms tend to be laboratory-
specific and it is therefore not straightforward to evaluate the impact of them on the final 
measurement. To make the analysis of the comparison simpler, doses higher than 15 Gy were 
delivered at both laboratories, up to a maximum of 1 kGy. At these dose levels, the simple 
peak-to-peak analysis of the EPR spectrum is sufficient for the determination of the dose. An 
extended dose range also allowed investigation of possible non-linearities or systematic biases 
in the irradiation procedures and/or read-out protocols. 

RESULTS 

The results are shown in Figure1. There are two data sets corresponding to the NPL read-out 
system because that laboratory uses calibration curves with standard dose ranges and this 
comparison covered two such ranges. For the NRC read-out, a specific calibration curve was 
constructed for the entire dose range used in the comparison. 
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Figure 1. The value of the ratio (DoseNPl/DoseNRC) determined by both laboratories. 
Depending on the “direction” of the comparison the dose from a particular lab may refer to 

the stated delivered dose or that measured from the alanine pellets. The uncertainty bars only 
show the standard uncertainty of the alanine read-out. 

Combining the results from the two comparisons gives DNPL/DNRC = 0.9954 with an estimated 
standard uncertainty of 0.7%. This is consistent with the same ratio as obtained from the BIPM 
KCDB (http://kcdb.bipm.org). 

CONCLUSIONS 

The results show that that the alanine dosimetry systems operated by the NPL and the NRC are 
equivalent within the uncertainties and also demonstrates that irradiations are consistent 
between therapy-style and self-shielded Co-60 irradiators. This comparison supports the use of 
alanine as an audit dosimeter for radiation therapy applications. 
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BACKGROUND 

The purpose of end-to-end testing (E2E) is to confirm that the entire logistic chain of a radiation 
treatment, starting from CT imaging, treatment planning, patient positioning and verification 
to beam delivery, is adequately implemented resulting in sufficient accuracy of planned dose 
delivery. A novel methodology for dosimetric E2E based on customized anthropomorphic 
phantoms using alanine dosimetry, ionization chambers and radiochromic films was 
established at the light ion beam therapy facility MedAustron [1] (Wiener Neustadt, Austria). 
Based on this methodology an independent dosimetry audit was applied, for the first time, to 
the HollandPTC facility (Delft, The Netherlands) equipped with a scanned proton beam 
delivery system. We present results of both proton facilities comprising 4 different beam lines. 

METHODS 

A homogeneous polystyrene phantom and two anthropomorphic phantoms (pelvis and head 
phantom) have been customized to allocate different detectors such as radiochromic films, 
Farmer chamber and alanine pellets. During testing, the phantoms were moving through the 
workflow as real patients to simulate the entire clinical procedure. The CT scans were acquired 
with pre-defined scan protocols used at both proton therapy facilities, for cranial and pelvic 
treatments. All treatment planning steps were performed with RayStation (RS) v6.1 and v7.0 
TPS available respectively at MedAustron and at HollandPTC. A physical dose of 10 Gy was 
planned to clinically shaped target volumes in order to achieve reproducibility better than 0.5% 
on the dose determined with alanine pellets. In the treatment rooms the plans were delivered to 
the phantoms loaded either with alanine pellets and radiochromic EBT3 films or a Farmer 
chamber. The alanine pellets (5.0 mm diameter and 2.4 mm thickness) and their read-out were 
provided by NPL. To bypass uncertainties related to the conversion from dose to water to dose 
to alanine in both the Co-60 calibration beam and the proton beam, alanine was cross-calibrated 
against a Farmer in a high-energy proton beam [2]. Corrections for the alanine “quenching” 
were derived by a Monte Carlo dose calculation platform implemented in a non-clinical version 
of RayStation [1]. 
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RESULTS 

The dose to water determined with the Farmer chamber in all delivered plans was within 2% 
of the TPS calculated dose. A maximum lateral homogeneity index of 3.5% inside the treatment 
field was measured with EBT3 films. Doses determined with the alanine pellets after correction 
for the quenching effect showed a mean deviation within 2% and a maximum deviation below 
5% in the homogeneous and anthropomorphic phantoms (figure 1). Several audits are planned 
to be performed in the near future and more results coming from other proton therapy facilities 
may be available at the time of the presentation. 

 

Figure 1. Relative differences between dose determined with alanine pellets and TPS planned 
dose for a single beam plan delivered to the head phantom. In blue symbols the comparison 
for the plan delivered at HollandPTC and in green symbols the comparison for the plan 
delivered at MedAustron. 

CONCLUSIONS 

Our experience shows that alanine pellets are suitable detectors for dosimetric E2E test based 
audits and the developed procedures can be used to support implementation of upcoming new 
proton beam therapy facilities in Europe and may also serve as dosimetric credentialing for 
clinical trials in the future. 
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BACKGROUND 

The Imaging and Radiation Oncology Core (IROC) Houston QA Center is part of a cooperative 
that oversees the quality assurance of clinical trials funded by the National Cancer Institute 
(NCI) for radiation therapy and radiologic imaging. IROC Houston’s mission is to ensure the 
NCI that participating institutions deliver clinically comparable and consistent dose so 
radiotherapy data from multi-institutional trials can be collected and compared. With the 
increasing use of proton radiation therapy, many multi-institutional clinical trials have begun 
to incorporate proton therapy as a delivery modality. The NCI tasked IROC Houston with 
developing a method of auditing participating proton therapy centers. To this end, IROC has 
established both a remote and on-site audit program for proton therapy that is the most 
comprehensive proton peer review program in the world. 

METHODS  

The proton therapy remote audit program mirrors IROC Houston’s photon QA program. There 
is a facility questionnaire for proton facilities, annual monitoring of beam output performed 
using thermoluminescent dosimeters (TLD), and anthropomorphic phantoms. Each of these 
remote audit tools has been modified to accommodate the unique nature of proton therapy. 
IROC Houston’s TLD system has been characterized in a proton therapy beam. The 
anthropomorphic phantoms had to be adapted as well, as many plastics used for photon 
phantoms are not tissue-equivalent in a proton therapy beam. For proton phantoms, old and 
new plastics were tested for their HU and relative linear stopping power (RLSP), and only 
those materials that fell within 5% of the clinical HU-RLSP conversion curve were deemed 
appropriate for phantom design. The phantoms each contain TLD and radiochromic film for 
absolute and relative dose measurements, respectively. Six anthropomorphic phantoms have 
been created for proton therapy audits, mimicking brain, head & neck, thoracic, prostate, liver, 
and spine disease. 

Procedures have also been developed for on-site dosimetry audits, emulating IROC Houston 
audits of linear accelerators. The goal of the on-site visit is to ensure that each proton institution 
has accurate beam delivery that is comparable to other proton centers. The audits consist of 
thorough machine QA, such as beam calibration, reference and patient dosimetry, IGRT-proton 
coincidence, and CT HU-RLSP conversion, as well as a review of the institution’s treatment 
planning and QA practices. The data and review are collated into a report, along with IROC 
Houston’s recommendations on how to improve clinical and dosimetric practices. 

RESULTS 

IROC Houston has provided audit services to 44 proton facilities in ten countries. There have 
been over 650 TLD beam output checks performed. The mean TLD/institution ratio is 0.997 
+/- 0.020. There have been 239 phantom irradiations analysed and the overall pass rate is 73%. 
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The pass rates for individual phantoms are as follows: brain (95%), head & neck (86%), liver 
(35%), lung (69%), prostate (83%), and spine (76%). Phantom failure rate correlates with 
number of targets (the liver phantom has two), and motion (the liver and lung phantoms are 
irradiated on moving platforms). Another trend observed with the proton phantoms is that the 
treatment planning systems overestimate dose to the target. As Monte Carlo algorithms are 
developed for proton therapy, some phantom plans have been recalculated using Monte Carlo. 
These results are particularly interesting for the lung phantom (Figure 1), which shows not only 
an improvement in the absolute dose agreement when switching from Pencil Beam to Monte 
Carlo calculations, but also better dose distribution shape agreement, particularly in the proton 
beam range direction. This data suggests that a Pencil Beam algorithm may not be appropriate 
for proton dose calculation in the lung. 

IROC Houston has performed 35 on-site audits of 27 proton therapy centers – 10 for scattered 
beams, 7 for uniform scanning, and 18 for pencil beam scanning delivery. Several facilities 
with multiple delivery modalities have received two on-site audits. The mean number of 
recommendations that an institution receives is 4. Most of the recommendations from the on-
site audits are for QA practices or for the HU-RLSP conversion curve. 21 of the 27 proton 
centers that received on-site audits have gone on to enrol patients in NCI-funded clinical trials. 

CONCLUSIONS 

IROC Houston has developed a robust audit program for proton therapy, including both remote 
and on-site audit tools. While beam calibration is very tight across institutions, there are still 
areas for improvement in clinical practice, such as the dose modelling for beam delivery in the 
lung and accuracy of HU-RLSP conversion. Proton institutions around the world can benefit 
from the in-depth peer review that IROC Houston’s QA program provides. 

 

Figure 1. Comparison of proton lung phantom calculations with pencil beam and Monte 
Carlo dose algorithms. The pencil beam algorithm predicts a higher, uniform dose to the 

target. 
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BACKGROUND 

There are six carbon-ion radiotherapy (CIRT) facilities in operation and one facility under 
construction in Japan. Total patients of more than 17,000 have been treated with CIRT all over 
Japan. NIRS/QST marks the 25th years anniversary of CIRT at HIMAC in 2019. 

From the viewpoint of public insurance coverage, nationwide multi-institutional clinical trial 
of CIRT has been started since 2014. [1, 2] To ensure that the results of the trial are meaningful, 
it is important that the dose reported by one facility is the same as the dose reported by the 
other facilities. Quality assurance (QA) activities for CIRT were carried out for credentialing 
facilities to participate in the trial, including dosimetry audit as well as investigations to 
harmonize medical physics processes among the CIRT facilities in Japan. 

METHODS 

The multi-institutional QA activities for CIRT mainly consist of questionnaires and the 
following site visit with peer review process. 

The questionnaires contained 74 items, including beam calibration and verification (6 items), 
the irradiation system (18 items), treatment planning (27 items), patient immobilization (3 
items), patient setup (11 items), and QA (9 items). 

The site visit included an interview and dosimetry audit, which involved X-ray CT data 
acquisition, treatment planning, position alignment and ionization chamber dosimetry. For two 
beam energies of 290 and 400 MeV/u typically, auditors determined absorbed dose to water 
with ionization chamber measurement based primarily on the IAEA TRS 398. The measured 
dose was compared with the dose calculated independently by a host facility. The results 
obtained by the QA activities were reviewed and used for credentialing facilities to participate 
in the clinical trial. More detailed information on methods of the activities can been seen 
elsewhere. [3] 

RESULTS 

Table 1 summarizes the dosimetry audit results in the site visit of the QA activities. The average 
discrepancy between measurements and calculations for absorbed dose to water was 0.6 % with 
the standard deviation of 1.4 % among the facilities. The maximum absolute value of the 
discrepancy was 2.7 % within 3 %, which is adopted as optimal limit by the European 
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organization for research and treatment of cancer-radiation oncology group (EORTCROG) for 
the beam output audit of photon and electron beams [4]. 

Table 1.  Summary of the dosimetry audit results 

*One of the six participating institutions operates both passive and scanning beam facilities; 
the result of the scanning beam of the institution was tabulated as an independent facility. 

 

CONCLUSIONS 

The inter-institutional QA activities including dosimetry audit have shown the consistency of 
dosimetry among CIRT facilities in Japan. The CIRT has been covered by public insurance for 
bone and soft tissue sarcoma, head and neck tumor and prostate cancer. The nationwide multi-
institutional clinical trial of CIRT still continues to enlarge the public insurance coverage. 
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Facility* 

Plan 1 (high-energy) 

Difference between the 

Measured and Calculated doses 

Plan 2 (low-energy) 

Difference between the 

Measured and Calculated doses 

A +1.0% (S.D. 0.2%) +0.8% (S.D. 0.2%) 

B +2.1% (S.D. < 0.1%) +2.6% (S.D. < 0.1%) 

C +1.4% (S.D. 0.1%) +1.2% (S.D. < 0.1%) 

D -1.0% (S.D. 0.1%) +1.1% (S.D. < 0.1%) 

E -2.7% (S.D. < 0.1%) -1.4% (S.D. 0.1%) 

F 0.0% (S.D. 0.1%) -0.1% (S.D. 0.1%) 

G +1.0% (S.D. 0.2%) +1.7% (S.D. < 0.1%) 

Average 
0.3% 0.8% 

Total average 0.6% (S.D. 1.4%) 
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BACKGROUND 

Dosimetry in Nuclear Medicine is based on a common formalism (MIRD) using pre-calculated 
reference S Values. For decades, S Values generated from mathematical models were the only 
available reference. The transition from mathematical to voxel-based and meshed-based 
models generates a need for new reference data. 

The OpenDose project brings together resources and expertise through an international 
collaboration to generate, verify and disseminate reference dosimetric data to the Nuclear 
Medicine community. 

METHODS 

● Setting up a long-term international collaboration for Nuclear Medicine dosimetry 
based on Monte Carlo (MC) modelling of radiation transport. 

● Implementing a distributed computation framework to get results within a reasonable 
timeline and ensure traceability of generated data. 
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● Generating Specific Absorbed Fractions for different computational models, for 
monoenergetic radiation (electrons, photons, alphas). 

● Cross-checking the results between different codes for different energy/source/target 
checkpoints. 

● Setting up an open database in SQL format with Isotope, Model and SAF value data. 
● Integrating the SAFs over the emission spectra [1] to provide reference S values. 
● As a first step, we decided to focus on the ICRP 110 reference humans [2] to prove the 

viability of the concept. The models comprise 140 segmented volumes (organs/tissues) 
allowing 19600 (target ← source) combinations, and 53 different media. 

RESULTS 

● The collaboration currently includes 14 research teams from 18 institutes and 5 of the 
most popular MC software used in radiopharmaceutical dosimetry: Geant4/GATE, 
Fluka, EGSnrc/EGS++, MCNP/MCNPX and Penelope. 

● An initial exercise where all partners had to produce 28 simulations each allowed to set 
up a common computational framework and a unified result format. 

● Each simulation (1 source, 1 radiation type, 1 energy) considers 140 targets 
● A total of 14859 simulations were performed, representing SAFs for 81 sources, 

electrons and photons, 91 energy bins. 
● SAF obtained from different codes were compared and allowed some partners to 

identify errors in their simulation setup.  
● A PostgreSQL database was developed to handle all the data produced by the 

collaboration. This database is currently on a local server. 
● A python program was developed to access the SQL database and integrate mono 

energetic SAF values over radioisotopes spectra to generate S values. 
● A web interface to allow free access to the database and perform dosimetry is being 

developed and will be online soon. 
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BACKGROUND 

The use of radiolabelled molecules for tumor targeting proved to be very useful for the 
treatment of systemic malignancies, even when external radiotherapy is not applicable or 
appropriate. To this aim, radionuclides are labelled to carrier molecules for transporting them 
to the tumor region after patient infusion. 

In order to achieve lethal damage to tumor cells and try to avoid exceeding tolerable dose levels 
in normal tissues, an accurate 3D patient-specific dosimetry assessment with millimeter 
resolution should be a relevant pre-requisite for these nuclear medicine procedures. Hereby, 
the development of dosimetry tools to asses in vivo radiopharmaceutical biodistribution for 
further estimation of 3D dose released to target and normal tissues has become in an increasing 
research line in the field of internal dosimetry. 

The three most extended methods for calculating relevant dosimetry parameters in nuclear 
medicine are: S-values estimation [1], Dose Point Kernel (DPK) convolution [2] and Monte 
Carlo (MC) simulation of radiation transport and computation of absorbed energy [3]. These 
three methods have shown to be capable of dosimetry at voxel level, which is in fact desired in 
order to consider the non homogeneity for both activity and mass distributions based on patient 
specific images. 

S-values are based on virtual mathematical phantoms calculations and some corrections based 
on patient characteristics, DPK convolution is able to achieve radial dose distributions in 
patient-specific conditions from activity distribution acquired from patient images (i.e. SPECT 
or PET) and MC simulations are accepted as the most accurate method of estimating radiation 
transport and absorbed dose in complex geometries [3]. 

Then, it is necessary to advance towards integrated solutions capable of performing patient-
specific 3D dosimetry at voxel level based on anatomical and metabolic images by using at 
least one of the two last mentioned methods: DPK convolution and/or MC simulations; 
especially in a context of growth of the use of radionuclides for therapy and the energies 
involved. 

METHODS 

The DOSIS (Dose Optimization System and Integrated Software) computational toolkit was 
developed to perform patient-specific dosimetry based on personalized patient anatomy and 
biodistribution of radionuclides both obtained by currently available dual PET/CT or 
SPECT/CT facilities. Additionally, a 2D planar dosimetry module was incorporated aiming at 
considering time dependence of activity bio-distribution within regions of interest. DOSIS 
toolkit workflow is depicted in Figure 1. 
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Figure 1. DOSIS workflow 

This work is focused on comparing 3D dose distributions obtained with DOSIS by using full 
stochastic MC simulations versus the same distributions obtained with analytic approaches like 
DPK convolution and local energy deposition, when considering non-homogeneous activity or 
density distributions at different scales. Virtual phantoms were considered for this study. As 
example, the β- emitters most commonly used for therapy (90Y, 131I, 177Lu) were investigated 
accounting for emissions of β--particles, conversion electrons, gamma radiation, and 
characteristic X-rays. 

RESULTS 

DOSIS successfully implemented novel tools devoted to managing radiation transport 
simulation by means of physics package of PENELOPE Monte Carlo general-purpose code 
applied to voxelized geometries defined by 3D mass and activity distributions obtained from 
dual scanning imaging. 

CONCLUSIONS 

The obtained results confirmed that DOSIS toolkit is a reliable and accurate tool for 
personalized internal dosimetry also highlighting advantages/drawbacks of the different 
calculation schemes proposed. 
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BACKGROUND 

There is a need to optimize diagnostic and interventional radiology procedures to reduce 
radiation doses and develop dose evaluation tools that can be used in clinical practice to ensure 
adequate and improved radiation protection of patients and medical personnel. Clinical 
dosimetry is the corner stone of any dose optimization effort. To justify an X-ray examination, 
expected benefits should be weighed against the potential radiation risks. This means that 
clinical dosimetry is also an important tool for the justification of exposures. The aim of this 
article is to provide information about modern dosimetry methods available for everyday 
clinical use and to present research efforts for the development of advanced clinical dosimetry 
tools. 

METHODS 

CT is a valuable imaging modality. However, radiation dose associated with CT examinations 
and the potential adverse biological effects due to radiation is an issue of concern. To reduce 
doses, CT examinations should be optimized. Radiation doses are usually estimated using 
dosimeters such as thermoluminescent crystals and standardised physical phantoms or Monte 
Carlo simulation codes and mathematical phantoms. However, the optimisation of protocols in 
clinical routine and the prediction of diagnostic performance may not be adequately 
accomplished using phantoms representing only standard size patients of standard ages. 

Monte Carlo approaches have been based on mathematical phantoms. Methods have mainly 
been described in the literature for the assessment of effective dose from examinations. 
Methods are needed to estimate organ and tissue doses based on models of real patients 
representing as many as possible human body anatomies and sizes and taking into account all 
parameters influencing patient dose. 

Fluoroscopically-guided interventional procedures deliver high doses to the patients, 
particularly to the skin and during long procedures. Patient dose monitoring usually involves 
estimation of dose quantities such as kerma-area product and cumulative air kerma, which are 
poor indicators of skin dose. Thermoluminescent dosimeters and radiochromic films do not 
provide real time information and their use requires considerable expertise. Tools should be 
introduced in clinical practice for real time patient dose monitoring during interventional 
procedures. 

Fluoroscopically-guided interventional procedures are also associated with relatively high 
occupational doses mainly due to high utilization, long fluoroscopy time and large number of 
cine acquisitions. Occupational dosimetry of healthcare personnel working in interventional 
suites is of paramount importance. Several recent studies have shown a significant association 
between long-term exposure to low-dose radiation and increased risk of cataract formation. It 
is evident that the eye lens is more radiosensitive that previously estimated and thus eye lens 
dose monitoring and protection of the eyes of occupationally exposed personnel is very 
important. 
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Diagnostic reference levels (DRLs) is an important dose optimization tool [1]. Since clinical 
indications dictate the main parameters that affect patient dose from CT such as scanning 
length, collimation and number of phases, DRLs should be specified for a given clinical 
indication. Similarly, DRLs should be set-up for fluoroscopically guided procedures. In 
Europe, only few national radiation protection authorities have defined a limited number of 
DRLs for different clinical indications [2]. National and local actions on establishing, updating 
and using DRLs are needed for effective dose optimization in diagnostic and interventional 
radiology. 

Deep learning methods can be used for a large number of tasks in medical imaging. These tasks 
may cover image production steps such as dose optimization and image reconstruction. 
Dosimetry may also benefit from the development of artificial intelligence (AI) techniques. 
Medical physicists and radiologists should investigate the potential of using AI to support 
clinical dosimetry for diagnostic and interventional radiology. 

RESULTS 

MEDIRAD (Implications of Medical Low Dose Radiation Dose) is a Horizon 2020 European 
Commission (EC) research project that develops novel clinical dosimetry methods and dose 
optimization tools for CT, fluoroscopically-guided interventional procedures and hybrid 
systems. MEDIRAD methodologies are capable of reducing patient and staff radiation dose 
and potential radiation-related risks of cancer and non-cancer outcomes from imaging while 
maintaining or improving diagnostic information from existing and emerging techniques. 

To avoid radiation overexposure accidents in interventional suites, interventional radiologists 
in cooperation with medical physicists should establish standard clinical protocols for each 
specific type of procedure performed. Cumulative absorbed dose to the skin should be limited 
to the minimum necessary for the clinical task. To avoid deterministic effects such as skin 
erythema, real-time dosimetry tools should be developed and used in everyday clinical practice 
[3]. To decrease occupational radiation doses, proper dose monitoring of exposed personnel is 
needed. PODIUM (Personal Online Dosimetry Using Computational Methods) is an EC 
research program to improve individual monitoring of exposed workers by developing an 
online dosimetry application based on computer simulations. 

Individual monitoring of the eye lens dose is important for interventional radiology personnel. 
Typical scattered X-ray spectra vary between mean energies from about 20 keV to about 120 
keV. It is recommended that dosimeters calibrated in terms of the dose quantities Hp(0.07) or 
Hp(3) are used in interventional suites. Proper position of dosimeters is of importance for 
accurate dose monitoring. 

Although a large number of studies on doses from x-ray imaging are available, there is very 
limited information about clinical-indication specific DRLs. The EC launched the ‘European 
study on clinical diagnostic reference levels for x-ray medical imaging’ (EUCLID) project to 
provide up-to-date clinical DRLs. The main objectives of the project are to a) conduct a 
European survey to collect data needed for the establishment of DRLs for the most important, 
from the radiation protection perspective, x-ray imaging tasks in Europe and b) specify up-to-
date DRLs for these clinical tasks. EUCLID started in August 2017 and the duration of the 
project is 33 months. A survey has been developed for collection of data needed for DRLs 
determination from 14 European countries. Data are collected for 10 CT clinical indications 
and 4 fluoroscopically guided interventional procedures. While the hospitals are collecting data 
and uploading them to a secure platform, literature is reviewed, and different methods of data 
analysis are investigated by EUCLID experts. 
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CONCLUSIONS 

Clinical dosimetry is the corner stone of dose optimization and justification of exposures in 
diagnostic and interventional radiology. There is a need to develop state-of-the-art 
methodologies to determine patient organ and tissue doses accurately for all major modalities 
and especially for high-dose procedures such as CT and fluoroscopically-guided procedures. 
Moreover, novel tools are needed to improve occupational dosimetry. 
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BACKGROUND 

Patient dosimetry in computed tomography (CT) is currently based on two quantities, which 
must be indicated by any CT scanner: the volume CT-dose index (CTDIvol) and the dose-length 
product (DLP) [1]. The estimation of stochastic radiation risk, expressed in terms of the 
effective dose (E), is obtained by E = EDLP * DLP, where EDLP is a calculated region-specific 
normalized effective dose conversion coefficient. However, this type of CT-dose estimation 
has many shortcomings and is not suitable for CT-scanner and patient-specific dose estimates. 
Therefore, a procedure was developed that opens the gate to practical personalized CT 
dosimetry which is realized by a quick Monte-Carlo-based post-scan 3D dose simulation [2] 
as shown in the upper part of Figure 1. As a result, the patient- and scan-specific effective dose 
is obtained. 

 

Figure 1.  Illustration of the procedure for personalized CT dosimetry. The reconstructed CT 
image of the patient is segmented into anatomical regions and used as input geometry for a 
Monte Carlo simulation after the scan to obtain the 3D dose distribution. The procedure is 
verified by using anthropomorphic phantoms equipped with real-time dose probes. 

The inputs that are needed for the simulations are: the equivalent CT-source model, the 
segmented 3D CT image of the patient taken from the DICOM file and the actual scan 
parameters. The quick and automatic segmentation of anatomical structures is still a challenge 
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but might be solved in the future by applying methods based on convolutional neural networks 
[3]. The purpose of this work was to develop viable procedures for the verification of 
personalized dosimetry in CT using Monte-Carlo-based simulations. 

METHODS 

Mobile equipment was developed and used for the rapid, non-invasive determination of 
equivalent source models of CT scanners under clinical conditions [4]. Standard CTDI head 
and body phantoms as well as anthropomorphic CT-dose phantoms were scanned. Inside the 
phantoms, real-time CT-dose probes were placed at five representative positions as shown in 
the lower part of Figure 1. The accumulated dose at the five positions was simultaneously 
measured during the scan. ImpactMC [2], a quick Monte-Carlo-based CT-dose software 
program, was used to simulate the scan. The necessary inputs were obtained from the scan 
parameters, the measured equivalent source models and the material-segmented CT images of 
the phantoms. Post-scan 3D dose distributions in the phantoms were obtained and dose values 
calculated at the five detector positions inside the phantom were compared with the 
measurements. To date, the procedure has been applied to scanner types GE Optima CT660, 
Toshiba Aquilion One, Siemens Somatom Definition Edge and Flash. 

RESULTS 

Measured and calculated dose values obtained in different phantoms with different scanner 
types generally agreed within the relative standard uncertainties of about 5 % – 10 % [5]. 

CONCLUSIONS 

Viable, rapid procedures were developed that allow the post-CT-scan dose to be measured and 
calculated at five positions inside anthropomorphic phantoms. The procedures are applicable 
to any scanner type under clinical conditions. Results show that the procedures are well suited 
for verifying the applicability of personalized CT dosimetry based on post-scan Monte Carlo 
calculations. 
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BACKGROUND 

Non-invasive methods of diagnostic, such as computed tomography (CT) have had a rapid 
growth in radiology services. There is a concern with the doses of radiation deposited in 
patients because the CT scans are those who contribute the most to the increase of the dose in 
the population. The legislation that regulates the levels of dose in a patient just imposes a high 
level according with to the type of exam, depending on the region of the body being irradiated. 
It is therefore necessary to determine the deposited dose values in patients depending on routine 
protocols used in the radiology services and propose an optimization protocols in accordance 
with the principles of radioprotection. Tests were performed to determine the dose profile 
deposited in routine of adult, using anthropomorphic phantom simulator male and female. 
Radiochromic film strips were introduced in the central region of the phantom for register the 
dose profile in head and neck and, thus, determine the amount of the dose deposited inside. We 
used a CT scanner of the General Electric of 64 channels programmed in helical scan mode 
were voltages of 80, 100 and 120 kV, and the automatic exposure control. Another programmed 
in helical scan mode were voltage of 120 kV and fixed current. Dosage values were found 
between 16.12 to 25.19 mGy on average for anthropomorphic male phantom and values of 
12.75 to 17.75 mGy for anthropomorphic female phantom. Noise analyses were performed, 
finding that all are acceptable diagnostic parameters in Brazilian legislation. 

METHODS 

It was used adult anthropomorphic male and female phantom where was introduced in the area 
central radiochromic film strips GAFCHROMIC XR-AQ2 with dimensions of 0.5 x 32 cm2. 
Scans of 25 cm of length were the GE CT scanner model Discovery of 64 channels. The CT 
scanner was programmed in helical mode for head scan with voltage of 80, 100 and 120 kV, 
automatic exposure control and voltage of 120 kV with fixed current of 200 mA. The film 
strips exposed were digitalized and processed using the software ImageJ to obtain the intensity 
values of darkening for exposition. The film strips were calibrated to convert the intensity 
values for dose in mGy to determine the dose profile. The noise analysis was performed for the 
images according to the protocol used by RadiAnt software. 

RESULTS 

They were found in the lowest average absorbed dose for protocol with voltage of 80 kV and 
automatic exposure control in relation to the routine radio-diagnostic service (120 kV and fixed 
current), with a reduction of 29.69%. Figure 1a represents the profiles of absorbed dose for 
each protocol used. The average values of absorbed dose for 100 kV had a 0.08% reduction 
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and 120 kV with automatic current control had an increase of 0.09%, compared to the routine 
used with fixed current for the anthropomorphic male phantom. 

They were found in the lowest average absorbed dose for protocol with voltage of 120 kV and 
fixed followed by protocol with voltage of 80 kV and automatic exposure control. A variation 
found is 4%. Figure 1b represents the profiles of absorbed dose for each protocol used. The 
average values of absorbed dose for 100 kV had a 23.53% to increase and 120 kV with 
automatic current control had an increase of 39.21%, compared to the routine used with fixed 
current for the anthropomorphic female phantom. 

 

(a)      (b) 

Figure 1. Dose profile in head and neck CT scans. 

CONCLUSIONS 

The graphics represent higher values of dose in higher thickness of the object Simulator (head 
and neck regions). The dose values are recorded within the limits suggested by the brazilian 
legislation that is of 50 mGy for CT scan head [1], so it is possible to use protocols with 
different parameters of acquisition of CT images that put smaller values of dose in patients. 
The percentages of noise in the images are within the established parameters for diagnosis. 
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BACKGROUND 

For comprehensive quality control measurements in diagnostic radiography, ionization 
chambers and semiconductor-based dosimeters are used. Semiconductor dosimeters are easy 
to handle, and they provide several quantities of interest with one exposure. However, their 
inherent energy dependence of their response is influenced by the radiation quality and more 
pronounced than for ionization chambers [1-3]. Therefore, multiple compensation methods, 
based on the radiation quality, are developed by the manufacturers. To ensure the quality of 
dose measurements, it is essential that every dosimeter used for this purpose is calibrated 
regularly. It shall be possible to perform this calibration independent from the manufacturer in 
a local Secondary Standards Dosimetry Laboratory (SSDL). 

Radiation conditions for use in the determination of characteristics are specified in IEC 61267 
[4] and requirements for a satisfactory level of performance and standardized methods for the 
determination of compliance with these are defined in IEC 61674 [5]. For mammography 
radiation qualities based on Molybdenum (Mo) -anode and Mo-filtration are recommended to 
be used for the calibrations [6]. This does not reflect the large range of clinically used radiation 
qualities which includes for example radiation qualities based on tungsten (W) anode. 

This study was performed to investigate the radiation quality dependence of commercial 
semiconductor dosimeters under calibration laboratory conditions, and to estimate errors and 
uncertainties related to different measurement and calibration scenarios. 

METHODS 

Calibration factors for air kerma measurements of eight semiconductor dosimeters were 
determined for five different anode-filter combinations (Mo-Mo, Mo-Rh. W-Al, W-Rh and W-
Ag) and tube voltages from 25 kV to 35 kV. For dosimeters capable of measuring (half-value 
layer) HVL and tube voltage, calibration factors for these measurements were derived. The 
study was performed in the Dosimetry Laboratory of the IAEA following their calibration 
procedure as defined in [7]. In the course of this study a master´s thesis was prepared. More 
details can be found there [http://katalog.ub.tuwien.ac.at/AC15022933]. 

RESULTS 

Maximum deviations from the reference values are shown for air kerma, tube voltage and HVL 
measurements in Table 1. Five dosimeters (D - H) complied within the ±5% as stated in IEC 
61674 for air kerma measurements. The Expanded uncertainty (k=2) for the calibration factor 
for air kerma rate measurements determined according to [8] were in the range of 1.28% to 
1.56%. Tube voltage and HVL measurements exhibited deviations up to 13% and 11%, 
respectively. 
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CONCLUSIONS 

Eight semiconductor dosimeters were calibrated against the IAEA reference standard. Five 
dosimeters fulfilled the ±5% maximum deviation limit for air kerma measurement. No 
dosimeter tested complied with the accuracy limits stated by the manufacturer for tube voltage 
measurements; and only two dosimeters complied with the limits for HVL measurements. It is 
assumed that the performance of HVL and tube voltage measurements of semiconductor 
dosimeters is optimized for the quality control purpose and repeated relative measurements 
with a fixed radiation quality. However, uncertainty of these measurements should be carefully 
evaluated when these quantities are used for absolute measurements. 

Table 1. Maximum deviations from the reference air kerma, tube voltage and half-value layer 
(HVL) measured with eight dosimeters (A – H). 

 Maximum deviation in % 
Dosimeter Air kerma Tube voltage HVL 

A -6 to 16 -1 to 13 — 
B -0.6 to -16 — — 
C -1 to 6 — — 
D -0.3 to 4 1 to 10 -3 to 11 
F -1 to 3 0.3 to 7 1 to 11 
E 1 to 3 0.0 to 8 -4 to 7 
G -1 to 1 -9 to 8 -7 to 1 
H -1 to 3 -6 to -1 -4 to 3 
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BACKGROUND 

As breast is radiosensitive, it is essential to carry out radiation dose monitoring during routine 
breast screening to avoid any unnecessary increase in mean glandular dose (MGD), while 
achieving high diagnostic image quality [1-4]. Widely practiced quality assurance programs 
(such as the one provided by the International Atomic Energy Agency) [1], includ 
recommendations for acceptable and achievable limits for MGD. Patient specific MGD 
measurement plays an important role in enabling the radiologists and radiographers to be aware 
of the MGD received by each individual woman during breast screening. In this study, we 
aimed to assess and compare the patient specific MGD in both full field digital mammography 
(FFDM) and digital breast tomosynthesis (DBT) based on a volumetric measurement approach. 

METHODS 

An automated volumetric breast density measurement software (Volpara, Version 1.5.1, 
Volpara Solutions Ltd. NZ) was used to compute the patient specific MGDs from FFDM and 
DBT images, including both craniocaudal (CC) and mediolateral oblique (MLO) views, for 
206 women (mean age: 59±9 years). These images were acquired using the combo procedure 
on a DBT system (Hologic Selenia Dimensions, Hologic, Inc. US), which was able to capture 
both FFDM and DBT images of the same breast under the same compression, and hence 
eliminated the discrepancy in compressed breast thickness. The patient specific MGDs from 
FFDM and DBT images were then analyzed using statistical software (MedCalc, Version 15.4, 
Medcalc Software, BE). The MGDs reported by the DBT system manufacturer on the console 
display were also recorded for comparison with the patient specific MGDs computed by the 
automated software. 

RESULTS 

The box and whisker plot for patient specific MGDs estimated from FFDM and DBT images 
is shown in Figure 1. 
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Figure 1.  Box and whisker plot for patient specific MGDs estimated from FFDM and DBT 
images. 

The mean patient specific MGD estimated from the FFDM and DBT images were 1.9±0.7 mGy 
and 2.1±0.6 mGy, respectively. Although patient specific MGDs estimated from FFDM and 
DBT images were strongly and positively correlated (r=0.87, p<0.0001), the patient specific 
MGD estimated from FFDM images was significantly lower than the one estimated from DBT 
images (p<0.0001). It was also observed that the MGDs reported by the manufacturer were 
generally lower than that computed by the automated software for both FFDM and DBT. 

CONCLUSIONS 

Our study showed that automated volumetric breast density measurement software can be used 
for dose monitoring in routine breast screening. The differences in MGDs reported by the 
manufacturer and the automated software were due to the different approaches used in 
computing the results. We expected the MGDs computed by the automated software for both 
FFDM and DBT to be more accurate and useful as they were patient specific, and based on 
volumetric approach. 
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BACKGROUND 

X-ray mammography remains the worldwide primary screening method for early breast cancer 
detection in millions of women. Being an x-ray examination, there is a risk, albeit small, of 
radiation-induced carcinogenesis. Thus, it is necessary to provide an accurate dose evaluation 
for optimization and assessment of screening. 

Currently, the dose metric used in mammography is the average glandular dose [1]. This 
quantity estimates the amount of radiation dose absorbed by the fibroglandular tissue, which is 
considered the radiosensitive tissue in the breast. Recent studies have shown that current 
models tend to overestimate patient dose by up to 30% due to the assumption that 
fibroglandular tissue is uniformly distributed within the breast [2,3].  

Therefore, new breast models based on non-uniform tissue distribution are encouraged. 

Consequently, the goal of this work is to provide an accurate characterization of fibroglandular 
tissue distribution in compressed breast to aid the development of a new, accurate breast models 
for universal dosimetry evaluations. 

METHODS 

87 breast CT (BCT) images were acquired at our institution (RadboudUMC, Nijmegen, the 
Netherlands) with a dedicated BCT clinical prototype [4]. All images were reconstructed in a 
volume with isotropic voxel size of 0.273 mm. All voxels were automatically classified as skin, 
adipose or fibroglandular tissue [5], and then mechanically deformed using an open-source 
software (NiftySim) in order to simulate the craniocaudal breast compression during 
mammographic acquisition. 

After the mechanical compression step, each compressed breast volume was divided into 50 
regions for each main view (coronal, axial and sagittal), resulting in a 3D matrix with 
dimensions 50x50x50. For each of these views, the relative glandular fraction in the i-th region, 
RGFi , was obtained as the ratio of the number of glandular voxels in the i-th region to the total 
number of voxels (i.e., adipose and glandular) in the i-th region. 

This analysis was repeated for all 87 compressed breast models, and an average value for RGFi 
was obtained for each region in each view. Fitting functions describing the fibroglandular tissue 
distribution were obtained using data analysis software (TableCurve 2D®). 
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RESULTS 

It was observed that the fibroglandular tissue tends to be concentrated towards the nipple 
(Figure 1a), without any left-right preferred orientation (sagittal view, Figure 1c). In the axial 
view (Figure 1b), it is clearly visible that the fibroglandular tissue tends to be concentrated 
towards the bottom of the compressed breast (i.e., regions numbered 30-45), probably due to 
the effect of the force of gravity. 

 
Figure 1.  Relative glandular fraction for (a) coronal, (b) axial and (c) sagittal view. 

CONCLUSIONS 

For the first time, we observed that, in the axial direction, the fibroglandular tissue is not 
concentrated at the centre of the compressed breast. Although it is commonly assumed [3-4] 
that the fibroglandular tissue is more concentrated in the central part of the breast, our results 
suggest that this assumption might not be an accurate description of the fibroglandular 
distribution in compressed breasts. This bias of the glandular tissue distribution towards the 
bottom section of the breast could explain the over-estimation in average glandular dose of the 
current breast dosimetry models [1]. 

The data presented provides information about the internal fibroglandular breast structure, 
confirming the importance of updating the radiation dosimetry models, overcoming the 
limitation of the average breast model [1]. In this sense, the Task Group/Workgroup No. 282 
recently formed by the American Association of Physicists in Medicine (AAPM) and the 
European Federation of Organization for Medical Physics (EFOMP), aims to develop a more 
universal breast dosimetry models for x-ray mammography and breast tomosynthesis. 
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BACKGROUND 

Congenital heart diseases (CHD) are a group of cardiovascular abnormalities that are present 
at birth but their cause are not known in 90% of cases. Congenital heart disease is the most 
common heart disease in children and infants. The incidence of congenital cardiac diseases is 
8 cases per 1,000 [1,2]. There are several reasons to prescribe angiography for children and 
adults. In adults, angiography and angioplasty are often used for diagnosis and treatment of 
cardiovascular and coronary artery diseases, while in children it is mostly applied for children 
who suffer from inter ventricular hole or valve stenosis [3]. During the fluoroscopy procedure, 
the patient and the cardiologist are exposed. Many studies have focused on adult patients [4]. 
On average, the risk of early and late effects of exposure to radiation in infants and young 
children is higher than the older children. Therefore, attention to radiation protection of the 
infant and younger children seem to be very important [5]. According to the ICRP report No. 
85 the threshold dose skin for effects of ionizing radiation should be 2 Gry, at the mean time it 
is emphasized that if a patient dose exceeds 2 Gy, the individual should be under clinical 
observation [6, 7].The aim of this study was to determine the coefficients obtained by the dose 
area product (DAP) used in angiographic procedures in various direction of X-ray tubes around 
the patient's body. The dose of the child's skin was calculated for four age groups. These 
coefficients were used to estimate maximum skin dose (MSD) of children who underwent from 
angiography and angioplasty. Also, DAP values acquired for each patient in combination with 
the above mentioned coefficients and the correlation between DAP values and dose enables us 
to compile a computer program in MATLAB or EXCEL in order to accurately estimate the 
patients dose. 

METHODS 

In this study, 66 patients underwent angiography in the catheterization laboratories 
(CATHLABs) department of Imam Reza hospital in Mashhad with Siemens AXIOM Artis Zee 
X ray C-arms. The Artis system is equipped with a DAP meter, consisting of an ionization 
chamber placed in front of the tube collimator. This system records DAP value for each 
imaging projection and saves all DAP values acquired throughout a complete procedure. DAP 
values include most clinical and geometric characteristics used in a radiological examination 
[8].The dosimeters used in this study were TLDs. TLD is a suitable dosimeter to measure 
maximum skin dose, as it provides very good accuracy, as well as the possibility of using 
multiple TLDs simultaneously on a wide surface. It should be noted that due to the high skin 
exposure, conventional film dosimeters could not be used. For each patient, 10 TLD chips were 
used. 6 TLD chips were placed at the back of the patient and 4 TLD chips were placed on both 
sides of armpit.In this study, four phantoms made of PMMA (Perspex) containing water, were 
used in different sizes representing four age groups and were considered as the patient on the 
bed. These phantoms were exposed to direct X-rays at various angles. For measuring the skin 
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dose on the phantom, an array of TLD dosimeters were placed on a 2.5 cm flat parabolic 
triangle. At each view, the phantom chest was exposed to X-ray for four seconds. And in the 
six most common views, each phantom was exposed for ten seconds. 

RESULTS 

Measured dose (skin dose) obtained from TLD values (placed on the phantom surface) and 
DAP values acquired from individual imaging angle (DAP)i ;  recommended in this study were 
utilized and 29 coefficient were produced (Xi) Equation (1).  In order to use recorded dosimetric 
quantities of individual patient to monitor his/her skin dose. Therefore, based on these 
coefficients and the DAP values, the patient skin dose can be estimated at the location of each 
array of TLDs for each patient.𝑋𝑋𝑐𝑐  = (𝑆𝑆𝑆𝑆𝑐𝑐𝑐𝑐 𝐷𝐷𝑝𝑝𝑄𝑄𝑓𝑓)𝑐𝑐

(𝐷𝐷𝑄𝑄𝑇𝑇)𝑐𝑐
 (Obtained for a specific angle) (1), 

(𝑆𝑆𝑘𝑘𝑆𝑆𝑛𝑛 𝐷𝐷𝐷𝐷𝑂𝑂𝑒𝑒)𝑡𝑡𝑝𝑝𝑡𝑡𝑐𝑐𝑐𝑐 = � �{𝑋𝑋𝑐𝑐 × (𝐷𝐷𝐴𝐴𝑇𝑇)𝑐𝑐}
𝑐𝑐
𝑐𝑐=1  (Total skin dose arising from a complete 

procedure) (2). We proposed these coefficients to create a computer program which enables us 
to use Siemens X-ray tube recorded data file so that we can use dosimetric information of 
patients to monitor his/her skin dose. For each patient, the coefficients were applied for 
different angles and the corresponding dose was calculated. Then, the results of the 
computational dose with the measured dose were compared for four phantoms. 

 

Figure 1.  Scatter Plot shows relationship between maximum measured skin dose and 
estimated dose for different age groups 

Average measured MSD patients for 1, 5, 10 and 15 age groups were, respectively, (µGy) 
16550.4211 ± 15155.92725, 27485.1176 ± 19858.97947, 43169.2500 ± 23998.92050 and 
59179.7000 ± 43739.87010. Estimated dose for Phantoms representing the four age groups 
were, respectively, 26409.1421 ± 18054.01557, 42542.2939 ± 34925.58975, 113416.7856 ± 
63237.03966 and 119119.1500 ± 93909.77711. 
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CONCLUSIONS 

According to our results, by increasing the size of the phantom, the correlations between the 
maximum skin dose and the estimation dose is increased. Comparison of correlation coefficient 
(R2) of different age groups (Fig. 2) is indicating (R2) for 1 year age group is less than the 
corresponding value for the other three age groups. It can be interpreted that the small size of 
this phantom causes more scattering of the data. According to the results of this study, Xi 

coefficient is influenced by the position of the tube relative to the patient, the experience and 
speed of the physician, the size of the patient, DAP, etc., and can be used to simply estimate 
patient dose incurred from cardiopulmonary vascular prescribed in diagnosis of children 
congenital diseases. 
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BACKGROUND 

Although the integration of magnetic resonance imaging (MRI) with a linear accelerator 
(LINAC) for radiotherapy has been suggested already in 2004 [1], the technical complexity is 
considerably. After the introduction of an integrated low field MRI into a Co-unit into clinical 
service in 2014 [2], it took until 2017 [3] until a low-field MR-Linac (0.35T) became clinically 
available [3]. In 2018 [4] another system with higher field strength (1.5T) became clinically 
available and both systems have become more and more widely available recently. These 
relatively recent developments ask for investigations of the perturbation of ion-chambers 
operated in a magnetic field. 

METHODS 

Before a dedicated MR-Linac became available in Heidelberg, an experimental electromagnet 
has been designed at the German Cancer Research Center for dosimetry investigations 
(Schwarzbeck AGEM 5520, Germany). The magnetic field strength is variable and at 
maximum 1.1 T is achieved. An integrated water cooling system limits heating of the magnet 
to less than 0.2 °C per measurement series. Ionization chambers can be positioned in the pole 
gap using a 3D-printed water tank with integrated chamber holders, fixing the chamber stem 
at the top of the water tank. 

The magnet is transportable and was used together with a 6MV clinical linac (Artiste, Siemens 
Medical Solutions Inc., PA, USA). In Figure 1 the setup at the linac is shown. 

 
Figure 1.  Setup of the electromagnet at the linac (Fig. from [5]). 

With this system several measurement series have been performed and are already reported in 
[5] and [6]. In these series the effect of chamber size and orientation relative to the magnetic 
field and the beam orientation has been studied experimentally for various thimble type 
chambers. In order to understand the effects more systematically also Monte Carlo simulations 
have been carried out for the experimental setup using the EGS-4 code [7], which was recently 
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modified as to include the magnetic field effects and provided to us by I. Kawrakow. Also 
some investigations on polarity and recombination effects in the magnetic field were 
performed. 

RESULTS 

The largest increases in measurement signals of up to 8.6% were found experimentally for 
chambers with radii between 3 to 6mm at magnetic field strengths from 0.9T (for the 3mm 
inner radius) to 0.6T (for 6mm inner radius) for the magnetic field perpendicular to chamber 
and photon beam. The changes were significantly smaller for all chambers and field strengths 
(maximum around 1%) for the magnetic field parallel to the chamber axis and radiation beam. 

The Monte Carlo simulations showed a very good agreement with the experimental data, when 
the chamber volume was corrected. 

CONCLUSIONS 

Magnetic field correction factors for Farmer-type chambers have been measured and calculated 
for different magnetic field strengths and field orientations. The response of the chambers 
depends on chamber radius, magnetic field strength and the orientation between radiation 
beam, chamber axis and magnetic field. The largest changes in response and thus in correction 
factors were observed for a magnetic field perpendicular to beam and chamber axis.  

The exact definition of the sensitive volume of the chamber is important for the description of 
the measured data with Monte Carlo simulations, since the Lorentz force may deflect electrons 
towards or away from dead volume close to the guard electrode. It was found that a set-up with 
the magnetic field parallel to the chamber axis or parallel to the beam provides is more robust, 
since the correction factors as well as the influence of dead volumes are minimized. 
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BACKGROUND 

MR-linacs combine magnetic resonance imaging (MRI) and a medical linear accelerator in one 
device and have the potential to further improve the outcome of radiation therapy by enabling 
online adaptive treatment planning [1]. Several devices which use 6 MV or 7 MV linacs with 
a magnetic field strength between 0.35 T and 1.5 T are already in clinical application. To enable 
accurate dosimetry with ionization chambers in the presence of magnetic fields, the influence 
of the magnetic field on the response of dosimetric detectors and on the dose distribution itself 
must be considered. Recently, several experimental and theoretical investigations on this issue 
have been performed [e.g. 2, 3, 4, 5]. The most direct method to investigate the influence of 
magnetic fields in dosimetry is realized by the application of an appropriate absorbed dose to 
water standard. At PTB, a new water calorimeter has been designed which is capable of 
determining Dw in an MR-linac. This is comparable to a development by de Prez et al 2016 
[6]. The new device allows the direct calibration of ionization chambers in terms of absorbed 
dose to water for MR-linac irradiation conditions and hence the determination of their 
correction factor kQ,B which replaces the current radiation-quality dependent correction factor 

kQ [7]. 

METHODS 

As is common for other water calorimeters operated at PTB [8], the new water calorimeter is 
operated at a water temperature of 4 °C and is designed for horizontal irradiations. The use of 
metallic materials was avoided as far as possible during the construction of the calorimeter. To 
fit into the 70 cm diameter bore of an MR-linac, the outer edge length of the cubic calorimeter 
had to be limited to about 45 cm in height and depth. Simultaneously, the water phantom inside 
the calorimeter was downsized to about 22 cm x 30 cm x 24 cm (height, width, depth). The 
same type of detector as used in other PTB water calorimeters can be placed at a specified 
water depth inside the phantom. Ionization chambers can be directly calibrated inside the water 
phantom of the calorimeter at the same measurement position as the calorimetric detector was 
placed before. In the case of cylindrical ionization chambers, they can be mounted in the water 
phantom with the cylinder axis aligned perpendicular or parallel to the direction of the magnetic 
field. A large-area transmission ionization chamber is mounted in front of the radiation 
entrance window of the calorimeter to monitor the dose rate of the linac. 

RESULTS 

After assembling, measurements with the new water calorimeter were performed with 8 MV 
photon radiation at one of PTB’s linacs and with 60Co radiation to generally verify the long-
term capability of the calorimeter for sensitive Dw determinations. A direct comparison with 
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PTB’s primary standard water calorimeter at 60Co radiation showed an agreement on a 0.1 % 
level. Furthermore, the set-up of the calorimeter was successfully tested at the 6 MV, 0.35 T 
Viewray MRIdian system at Heidelberg University Hospital. 

CONCLUSIONS 

The new water calorimeter allows direct measurements of kB,Q factors of ionization chambers. 
Within a collaboration between PTB and Heidelberg University Hospital, measurements with 
the calorimeter and with different cylindrical ionization chambers are in progress at the 
MRIdian system in Heidelberg. Preliminary results regarding kB,Q factors for different 
orientations of the chambers in respect to the direction of the magnetic field will be presented. 
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BACKGROUND 

As a more direct alternative to ion chamber-based clinical reference dosimetry, a probe-format 
graphite calorimeter – herein referred to as Aerrow – has been developed in-house with the 
goal of measuring absolute dose in the clinic with a minimum disruption to the existing clinical 
workflow [1-2]. Similar in size and shape to a 0.6 cm3 cylindrical ion chamber, Aerrow has 
been developed to help meet the clinical need for dosimetry in non-standard fields while 
exceeding the dosimetric accuracy currently achievable with calibrated ion chambers, currently 
the gold standard of clinical reference dosimetry. The purpose of this study was to build and to 
evaluate the possible use of Aerrow as a practical absolute clinical dosimeter (e.g., use in solid 
phantoms) of high-energy photon beams while in the presence of a 1.5 T magnetic field. 

METHODS 

Based on a numerically-optimized design obtained in previous work [2], an Aerrow prototype 
capable of isothermal operation was constructed in-house using a new mechanically-rigid 
formulation of aerogel-based material (Airloy® X103, Aerogel Technologies LLC.) [3]. In 
isothermal mode, the sensitive volume is subject to thermal control and the measurand is the 
power required to maintain a stable temperature during irradiation. The ratio of the power and 
absorber mass is a direct measure of the dose rate. 

Aerrow was used to perform comparative reference dosimetry in the 7-MV FFF photon beam 
of an MRI-linac (Elekta Unity clinical prototype) with and without the presence of the 1.5 T 
magnetic field against two calibrated reference-class ion chambers (Exradin A19 & Exradin 
A1SL, Standard Imaging Inc.). The measurements were carried out both in water and in 
water-equivalent solid phantom (Solid Water HE, Sun Nuclear Corp.) at a depth of 10 cm, an 
extended SAD of 143.5 cm, and otherwise standard conditions for two detector orientations 
(parallel and perpendicular to the magnetic field). Dose conversions and magnetic field 
perturbations, kB, were calculated using the EGSnrc Monte Carlo code system [3-4]. 

RESULTS 

Calculated values of kB (B = 1.5 T) for the prototype Aerrow were found to be unity to within 
0.1 % for all detector orientations and phantom mediums considered in this study. This result 
contrasts with air-filled ion chambers, which tend to exhibit correction factors of several 
percent when the detector major axis is oriented perpendicular to both the magnetic and 
radiation fields [5-6]. Table 1 summarizes the results of the reference dosimetry measurements. 
Doses to water determined in water and solid phantoms were shown to be equivalent for both 
orientations when using Aerrow. Ion chamber measurements in solid phantom were found to 
be unreproducible (with variation greater than 2 %) depending on the positioning of the ion 
chamber with respect to its major axis inside the phantom. This behavior is in accordance with 
the results observed by other groups and is related to non-symmetric air gaps present between 
the ion chamber and the solid phantom and their effect on the cavity response [7]. In contrast, 
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variations in Aerrow response as a function of detector rotation about its major axis in the solid 
phantom was on the order of 0.2 %, both with and without magnetic field present. 

Table 1.  Summary of reference dosimetry comparison performed in the MRI-linac. Stated 
uncertainty represents combined standard uncertainty on absorbed dose to water (k=1). 

Detector type Detector orientation 
& phantom 

Magnetic field 
magnitude (T) 

Measured dose to water (cGy 
per 100 MU) 

Aerrow Parallel & water 0 80.2±0.6 
Exradin A19 Parallel & water 0 80.3±0.7 
Exradin A1SL Parallel & water 0 79.6±0.7 
Aerrow Parallel & water 1.5 79.5±0.6 
Exradin A19 Parallel & water 1.5 79.2±0.6 
Exradin A1SL Parallel & water 1.5 78.8±0.6 
Aerrow Perpendicular & water 1.5 79.5±0.6 
Exradin A19 Perpendicular & water 1.5 80.6±0.6 
Exradin A1SL Perpendicular & water 1.5 80.2±0.6 
Aerrow Parallel & solid 1.5 78.6±0.6 
Aerrow Perpendicular & solid 1.5 78.6±0.6 

CONCLUSIONS 

Within combined standard uncertainty, all absorbed doses to water determined using Aerrow 
agreed with corresponding ion chamber reference measurements. Results of this study suggest 
that applying kB is unnecessary when using Aerrow, and that the accurate use of solid phantoms 
in the presence of a 1.5 T magnetic field is feasible. 
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BACKGROUND 

Absorbed dose water calorimetry has been a standard method for obtaining absolute dose to 
water. By measuring the radiation induced milli-kelvin temperature rise in water and taking 
into account the specific heat capacity of water, the accurate dose at the point of measurement 
can be determined [1]. Although water calorimetry has been established and used in high 
energy photon beams, its application to other particle types and/or novel radiotherapy delivery 
technologies has been limited. 

With the recent advancements in image-guided radiotherapy, and the emergence of MR-
integrated linear accelerators, the application of water calorimetry directly in an Elekta MR-
linac (1.5 T, 7.2 MV) was studied. The aim of this work was to construct an MR-compatible 
portable 4 ºC cooled stagnant water calorimeter and use this to measure absolute dose in the 
presence of a magnetic field. 

METHODS 

Finite Element Method (FEM) software (COMSOL Multiphysics 4.4) was used to optimize 
the design of a water calorimeter (FIG1a,b). A systematic approach was taken where several 
water tank overall wall designs, wall thicknesses, and insulator materials (Cryogel (Aspen 
Aerogels, Northborough, USA), air, and Styrofoam) were simulated in order to minimize non-
radiation induced temperature fluctuations within the calorimeter itself. All photon dose 
distributions used in the FEM analysis were simulated using Monte Carlo simulation 
(GEANT4.10.3). In order to minimize heat conduction at the point of measurement (i.e. 
thermistors), several simulations were carried out to look at the effects of various parameters 
related to glass vessel (vessel radius, glass thickness and separation, thermistor position inside 
the glass vessel, etc.) on conduction at the level of thermistors. This simulation-driven 
calorimeter design was based on choosing tank and vessel designs and materials that resulted 
in the most robust thermal stability inside the tank (in face of realistic simulated ambient 
thermal variations) and yielded least heat conduction in the vicinity of the thermistors. 

Construction of the calorimeter was performed in-house using only plastic and ceramic 
components, making it MR-compatible. A preliminary performance evaluation of the 
calorimeter was done experimentally both in a conventional Elekta Agility linac as well as in 
an Elekta MR-linac (Elekta AB, Stockholm, Sweden). By analyzing the change in resistance 
of the thermistors using midpoint extrapolation, the temperature was determined. The two 
thermistors inside the vessel were then removed and replaced with an NRC calibrated A1SL 
ion chamber. 
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Figure 1. Methodology from A) 2D axial resolution slice of initial design of calorimeter in 
FEM software with meshing B) a sample 2D axial slice of calorimeter design with thermal 

distribution C) Calorimeter design in CAD software D) Final constructed lid design E) Final 
constructed design placed in Bore of the MR-linac 

RESULTS 

The calorimeter lid turned out to be the most complicated component of the calorimeter. It 
consisted of several layers that ensured pathways for coolant to evenly cool the calorimeter lid, 
as well as separate pathways for hydraulically driven stirrers. Furthermore, FEM analysis 
showed that a three acrylic shell system using Cryogel as insulation between the shells provided 
protection against both ambient temperature fluctuations of up to 2 ºC, as well as any periodic 
or random coolant temperature variations of up to 0.3 ºC. In order to accommodate 
measurements in Gamma Knife (Elekta AB, Stockholm, Sweden) and any volumetric delivery 
techniques, a secondary goal of the project, the final calorimeter design had a cylindrical top 
for beam irradiation from top using conventional linac geometry, and a hemispherical bottom 
for irradiations from the side (FIG 1). 

FEM analysis showed that conduction sensitivity was most dependent on glass vessel wall 
thickness. The final water calorimeter was shown to be not only fully MR compatible, but it 
was also experimentally verified that the thermistors were visible in both MR and kV images. 
As such, our water calorimeter can be positioned in place for measurement using modern high-
resolution imaging alone. Initial measurements (n=31) inside the MR-linac in the absence of 
the magnetic field were performed and yielded a 1.7% standard error, and the measured dose 
agreed to within 2% of that measured with a calibrated A1SL ion chamber. Based on these 
results, the insulation for the lid of the calorimeter was increased to improve thermal stability, 
and measurements under the MR-linac in the presence of the magnetic field are underway. 

CONCLUSIONS 

A water calorimeter was optimized and then constructed that is MR-compatible and can be 
imaged by kV x-rays or MRI for accurate positioning. Absolute dose measurements under a 
7.2MV beam in the absence of magnetic field were carried out. The calorimeter lid has since 
been further insulated to minimize heat loss, and measurements in MR-linac are underway. 
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BACKGROUND 

Recent advances in the development of MR-linacs in which medical linacs are combined with 
an MR component for online imaging have generated interest in Monte Carlo simulations of 
the response of dosimetric detectors in magnetic fields. In early publications, significant 
deviations were found between experimental results and Monte Carlo simulations of the 
response of ionization chambers in magnetic fields [1], [2]. In a more recent work, it has been 
shown that this deviation becomes smaller if the sensitive volume of the ionization chamber is 
changed in a semi-empirical way [3]. 

In the work presented here, it is shown that agreement between the measurement and simulation 
results of better than 0.25 % can be achieved by combining Monte Carlo (MC) with Finite 
Element Methods (FEM) using a purely theoretical approach. 

METHODS 

COMSOL Multiphysics was used to simulate the electric field inside a PTW 30013 Farmer 
ionization chamber by means of finite element methods. The approach of Ross [4], who 
describes the sensitive volume of an ionization chamber as the volume in which the electric 
field lines reach from the wall to the central electrode of the ionization chamber, was followed 
to adjust the sensitive volume of the simulated chamber model. This approach involves 
discarding a large part of the volume near the ionization chamber’s guard ring, where the 
electric field lines land in the guard of the ionization chamber instead of the central electrode. 
A script was written that, based on electric field lines calculated in COMSOL, creates an input 
file describing the adjusted sensitive volume geometry of the ionization chamber for the Monte 
Carlo code EGSnrc. The egs_chamber EGSnrc usercode was used to simulate this FEM 
adjusted ionization chamber geometry for magnetic flux densities up to 1.5 T in a setup in 
which all pairwise orientations between the ionization chamber axis, the magnetic field vector 
and the beam direction are perpendicular. This orientation features the greatest dominance of 
the magnetic field effect on the chamber’s response and the largest deviations between the 
simulations and the experiments. To simulate the beam, an Elekta medical accelerator was 
modeled in BEAMnrc and the ionization chamber was put in a 30 x 30 x 20 cm3 water phantom 
at a depth of 10 cm. All simulation parameters were set in accordance with ICRU 90. 
A similar setup was established in an experiment at the Metrological Accelerator Facility 
(MELAF), at PTB in Braunschweig [5]. To this end, a large electromagnet (Bruker E073) was 
placed in front of an Elekta medical accelerator. As the space between the pole shoes of the 
electromagnet was 6 cm throughout the experiment, a 20 x 20 x 6 cm3 water phantom was used 
for measurements. The measurement of the ionization chamber was repeated on three different 
days, including a full repositioning of the chamber. The chamber was preirradiated with at least 
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1000 MU and the beam was active during the whole measurement to maintain a stable output; 
this output was monitored by an onsite transmission monitor chamber [6] mounted on the 
accelerator’s head. For the measurement of the relative response of the ionization chamber in 
magnetic fields, the magnetic flux density between the pole shoes was controlled up to 1.5 T 
in steps of 0.15 T. The ionization current was measured for the Farmer ionization chamber as 
well as for the monitor chamber, for each magnetic flux density. Measurements at 0 T were 
taken in between these measurements. For the calculation of the relative response of the 
ionization chamber, the mean ionization current of the Farmer ionization chamber was 
normalized to the mean ionization current of the monitor chamber for each magnetic flux 
density. Later, these values were divided by the normalized mean ionization current of the 
Farmer ionization chamber at 0 T, resulting in the relative response. 

RESULTS 

The results of the simulations as well as those of the experiments are shown in Figure 1. 
Negative magnetic flux densities are used if the secondary electrons are deflected to the 
ionization chamber’s tip; a positive sign is given if the electrons are deflected to the stem. 
While there are deviations of more than 1 % for the simulation without FEM adjustments the 
FEM adjusted simulation matches the experimental values within the uncertainty. The mean 
squared deviation between the simulated and experimental results with and without FEM 
adjustments is 0.21(34) % and 1.03(32) %, respectively. 

CONCLUSIONS 

The adjustment of the sensitive volume of ionization chambers is mandatory for Monte Carlo 
simulations in magnetic fields. To maintain the theoretical character of Monte Carlo 
simulations, it is possible to calculate the adjustments needed based on FEM simulations 
without relying on experimental data. This results in excellent agreement between 
measurements and simulations of the response of a Farmer ionization chamber. 

 

Figure 1. Relative response of a PTW 30013 Farmer ionization chamber in a magnetic field. 
The experimental results are compared to the results of the Monte Carlo simulation with and 

without FEM adjustments of the sensitive volume 
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BACKGROUND 

MRI guided radiotherapy incorporates a linear accelerator with an on-board MRI scanner.  An 
MRI-linac provides enhanced soft-tissue image contrast in real time during a patient’s 
treatment. The strong advantages of improved targeting have led to implementation of MRI-
linacs around the world.  The new technology comes with new quality challenges, and 
independent dosimetry audit is a useful tool to assess the commissioning of these new treatment 
deliveries. 

METHODS 

The Australian clinical dosimetry service (ACDS) is developing both reference dosimetry and 
end-to-end audits. As part of the audit development, the ACDS performed a multichamber 
comparison in the Australian MR Linac (AML) located in Sydney, Australia, and imaging tests 
on an anthropomorphic phantom composed of CIRS solid water, CIRS inhale lung, and custom 
MR visible inserts, as shown in Figure 1. 

 
Figure 1.  On left, Farmer type chamber in water tank with horizontal beam, chamber 
perpendicular to the magnetic field which is in-line with radiation beam. On right the 

anthropomorphic phantom is prepared for imaging. 

The multichamber comparison was performed between two waterproof Farmer type chambers, 
FC-65G and PTW30013, a CC13, and a PTW 60019 microDiamond. The calibration of the 
FC-65G is traceable to the National Physical Laboratory (NPL), while the other three chambers 
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are traceable to the Australian Radiation Protection and Nuclear Safety Agency (ARPANSA).  
A 1% magnetic field correction is applied to the three ionization chambers, and no magnetic 
field correction is applied to the microDiamond. The 1% magnetic field correction was 
measured by the NPL for the FC-65G in the AML using alanine as the transfer. All chambers, 
including the microDiamond, are placed perpendicular (side-on) to the radiation beam. 

RESULTS 

Figure 2 shows the results of the multichamber comparison performed in a water tank and in a 
solid water slab phantom.  All results are normalized to the dose measured by the FC-65G 
chamber in the water tank.  The standard ACDS optimal level for a photon reference level 
dosimetry audit is agreement of 1.4 % (2σ) between the facility and ACDS measurement of 
dose in a 10cm×10cm field.  All measurements agree at the ACDS optimal level. Water was 
injected into the 30013 and CC13 cavities in the solid water phantoms.  The dosimetry was 
repeated and differences of 0.48% and -0.15% were observed respectively between the dry and 
wet solid water setup. 

 

 
Figure 2.  Multi-chamber dosimetry comparison with an in-line magnetic field configuration, 

performed both in water tank, and also in solid water (dry). 

CONCLUSIONS 

A multichamber comparison in reference conditions in an inline MR Linac configuration 
showed optimal agreement for all chambers, including a side-on microDiamond.  MR visible 
inserts into a heterogeneous solid water and lung phantom provided sufficient signal for image-
guided setup. This phantom would not be suitable for MR-only planning and a CT would be 
required for this type of end-to-end audit. 
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BACKGROUND 

One of the most critical steps in Radiation Oncology is the accurate commissioning and 
periodic Quality Assurance of treatment units and treatment planning systems. A clear 
understanding of the operating principles of the different radiation detectors and in particular 
of their limitations is fundamental to choose the correct detector for a particular measurement. 

METHODS 

Clear guidance of how reference dosimetry for high, medium and low energy X-ray beams, 
electron and particles beam has been provided by Reference Dosimetry Codes of Practice 
(CoP) [1-3]. Dosimetry audits have shown that centers that strictly follow a CoP present results 
within tolerance limits and therefore reduce the variability between centers [4-5].  CoP clearly 
state the detector that should be use and give guidance on the measuring methodology. 

However, when we move away from reference conditions these CoP do not apply and therefore 
is up to the Medical Physicist to decide on the detector to use and also on the measuring 
methodology. For instance, when measuring output factors for large field x-ray beams 
difference up to 5% when using different detectors can be found. When increasing field size 
there is a higher contribution of scattered radiation to the detector response, therefore the 
energy dependence of the used detector has to be considered. Otherwise, we risk to over or 
underestimate the absorbed dose. 

Small field dosimetry is probably the clearest case in which the understanding of the limitations 
of the different available detectors, as well as an exquisite measuring methodology is of 
outmost importance. Detector volume, energy dependence, perturbation effects have to be 
accounted for when choosing and using a detector for output factor determination in small field. 
Accidents affecting patients have been reported in cases in which a wrong detector has been 
used [6]. As the use of small fields has been expanding in the last years and aware of the 
challenges in performing a correct dosimetric characterization of those fields, IAEA and 
AAPM have recently published a code of practice [7] on small field dosimetry. Still, the 
accurate modelling of small fields and how the correct detector is used to collect the 
commissioning data is still challenging. 

2D and 3D detectors passive and active are used in routine for daily output and beam symmetry 
and flatness constancy checks, patient specific pre-treatment verifications for IMRT and 
VMAT techniques. Most of those dosimetry systems are associated with a commercial software 
that is used both for the system calibration and measuring processes and also for the evaluation 
of measurements. Understanding of how these systems work is fundamental, otherwise 
inaccurate measurements could lead to suboptimal or even wrong patient treatments. AAPM 
has published guidelines on best practice when using these devices for IMRT/VMAT 
commissioning and pre-treatment verifications [8]. 

Most of the detectors used for beam characterization, 1D and 2D, can also be used for in vivo 
dosimetry. In vivo dosimetry constitutes the last check on the dosimetry chain, as it is 
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performed on the patient while he or she is being treated. The design of the detectors as well 
as the calibration has to be adjusted for this purpose. 

CONCLUSIONS 

Clinical Medical Physicists need an in depth understanding of radiation detectors and 
dosimetry methods in order to guarantee the quality and safety of radiation oncology 
treatments. 
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BACKGROUND 

Air-filled ionisation chambers have remained the workhorse for reference dosimetry in 
radiation therapy clinics for many decades, despite the emergence of various other detector 
technologies. This is due to the well-established characteristics of ease-of-use, long term 
stability, high signal-to noise, linearity and small energy dependence. However, despite expert 
guidance in the form of dosimetry protocols, the literature shows that the application of ion 
chambers to new beam modalities and/or treatment deliveries has often led to dosimetric errors. 
This presentation will review the types of ion chambers available for external beam radiation 
therapy and discuss the pitfalls and challenges that must be met and overcome to achieve high 
accuracy dose measurements in a range of situations. 

The questions that will be addressed include: 

1) How does ion chamber size impact reference dosimetry? 

2) What issues need to be considered when applying ion chambers to new modalities? 

3) Is there an ideal chamber that can be used in all situations? 

4) What should be the respective roles of the manufacturer and the medical physicist in 
choosing an ion chamber and correctly using it? 

DISCUSSION  

For almost three decades the Farmer-type cylindrical ion chamber was the most widely-used 
ion chamber in external beam reference dosimetry, but with the development of increasingly 
conformal treatments, smaller ion chambers have been produced, offering better determination 
of point dose in small radiation fields. However, it has been demonstrated that a micro-chamber 
(i.e., volume < 0.1 cm3) cannot be simply viewed as a Farmer chamber with a lower sensitivity 
and assumptions valid for larger-volume chambers in large fields (e.g., 10 cm x 10 cm) do not 
necessarily apply in these small-field situations. 

Parallel-plate chambers are recommended by several protocols for low-energy x-ray and low-
energy electron beams. These thin-windowed chambers can show anomalous behaviors that do 
not follow theoretical predictions, and long-term drifts in response can be larger than for 
cylindrical chambers, requiring more detailed characterisation to ensure accurate use. Non-zero 
perturbation corrections in electron beams have also meant a revisiting of the recommendations 
regarding the “best” type of ion chamber for this modality. 

Several new beam modalities have become available for the delivery of radiation therapy. 
These include proton (and heavy ion) beams, robotic or mobile linear accelerators, and, perhaps 
most recently, MR-linac hybrid systems. These systems all need calibration but introduce 
measurement challenges not seen previously, including larger ion recombination corrections, 
the effect of small air gaps, and the equivalence (or not) of solid versus water phantoms. 
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Ionisation chambers are still often the most appropriate detector but in the new situations 
additional measurement procedures or modified dosimetry protocols are likely required. 

It should be remembered that it is the role of the medical physicist in the cancer centre to ensure 
that any piece of equipment is fit for purpose. It is therefore essential that they perform 
sufficient measurements and investigations in their particular situation to determine that the 
detector can be used in the specific radiation beam and achieve the necessary precision and 
accuracy. Equipment manufacturers are an excellent technical resource, as are international 
dosimetry protocols such as IAEA TRS-398 and IAEA/AAPM TRS-483, but the medical 
physicist is the qualified person on-site with the ultimate responsibility. 

CONCLUSION 

Ionisation chambers remain the detector of choice for clinical reference dosimetry, but care is 
required and assumptions in their use always come with associated uncertainties that need to 
be considered and mitigated for their correct use. 
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Summary 

This review briefly presents the status of non-invasive X-ray multimeters (NIXMs), which are 
used for quality control (QC) measurements in the useful beams of diagnostic X-ray devices. 
NIXMs are designed to measure multiple X-ray beam parameters such as the X-ray tube 
voltage, the dose, the dose rate, the dose per pulse, the irradiation time, the tube current-time 
(mAs) product, the waveform, the half-value layer (Quick-HVL) and the total filtration (TF) in 
a single exposure. NIXMs are mainly used in general radiography, fluoroscopy and 
mammography. Some instruments have been developed for applications in computed 
tomography (CT). This review includes basic principles, general components, instrument 
examples, typical specifications, calibrations, international standards and independent 
performance tests, as well as future challenges. 

Basic principles 

NIXMs are based on at least two semiconductor sensors covered with metal filters of different 
thicknesses [1]. If irradiated with X-rays of a certain quality generated with conventional X-
ray tubes, the sensor signals are proportional to the energy fluence rates (“beam intensities”) 
transmitted. Thus, ratios of the different sensor signals are directly correlated to parameters 
that characterize the X-ray quality such as peak tube voltage (kVp) and TF. Knowledge of the 
X-ray quality makes it possible to correct the signal measured for the non-ideal energy 
dependence of the semiconductor sensors with respect to the quantity of air kerma. High signal 
sampling rates (kHz range) enable the system to record kVp as a function of time (waveform), 
from which the quantity practical peak voltage (ppV) is deduced. Furthermore, it is possible to 
measure the exposure time as well as other quantities derived from it such as the dose per pulse 
and the mean pulse dose rate. 

General components, instrument examples, typical specifications, calibrations 

A typical modern NIXM is composed of one or more detector units, a signal processor unit, 
system software and an indicator unit. These components can be combined to form a single 
instrument. It is also possible to use other general electronic devices (desktop/laptop computers 
or handheld devices) as alternatives to customized indicator units or as supplements to them. 
Different devices (or detector units) may be offered for special applications in radiography, 
fluoroscopy, mammography and computed tomography. Some examples of instruments 
currently available on the market (as of 2019) will be described below, including their typical 
specifications and uncertainties. Calibrations are usually performed at the manufacturer site or 
at accredited calibration laboratories over periods of one or two years. 

International performance standards 

There is no general international performance standard for NIXMs. Instead, one standard 
defines requirements concerning the dose and dose rate measuring channels of a given NIXM 
(IEC 61674 [2]), while another standard defines requirements concerning the measuring 
channel for the non-invasive measurement of the tube voltage (IEC 61676 [3]). There are no 
performance standards for non-invasive measurements of TF, Quick HVL or exposure time. 
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Standard X-ray qualities for testing NIXM devices are defined in IEC 61267 [4]. Increasing 
attention is being devoted to requirements concerning the system software where NIXMs are 
used to perform measurements that are subject to legal regulations (e.g. WELMEC Guide 7.2 
[5] of the European cooperation in legal metrology). 

Independent performance tests 

In most cases, manufacturers indicate the compliance of their NIXMs with two standards: IEC 
61674 (dose/dose rate) and IEC 61676 (tube voltage). However, no international standards 
exist for the other quantities measured by these devices. Only a small number of publications 
exist in which independent performance tests of NIXMs have been conducted; most of these 
publications deal with the performance of the dose/dose rate or tube-voltage indications as a 
function of different influence parameters [6]. In Germany, diagnostic dosimeters are covered 
by the Verification Act if used for legal dose measurements such as acceptance tests of medical 
X-ray devices. For this reason, such dosimeters need to be type tested by the Physikalisch-
Technische Bundesanstalt (PTB). Such type tests are based on the requirements in the IEC 
61674 standard and the WELMEC Guide 7.2. 

Future challenges 

Within the field of future NIXM developments, one of the most potentially challenging issues 
is finding a way to adapt them to accommodate the continual improvements and occasional 
technical changes to X-ray imaging modalities (e.g. digital breast tomosynthesis, contrast-
enhanced dual energy mammography and cone beam CT). Adaptation to new radiation 
qualities and improvements in the angular response will be necessary. Real-time in-phantom 
dose probes based on semiconductors may also be a topic for future applications. 
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BACKGROUND 

Recent Monte Carlo (MC) studies have shown that the use of Very high Energy Electrons 
(VHEEs), with energies up-to 250 MeV, can provide more favourable dose distributions in 
comparison to current photon and electron therapy [1]. Ionisation chamber response and 
correction factors, in particular for ion recombination, are typically small at clinical energies 
and can be accounted for with high precision according to an electron beam dosimetry Code of 
Practice [2].  In high dose-per-pulse beams, ion recombination is a larger concern with a 
correction of approximately 20% being observed for Intraoperative Radiotherapy (IORT) 
beams [3].  For the case of ultra-short VHEEs the dose-per-pulse can be orders of magnitude 
higher than that of IORT. Therefore, the ability to correct accurately for ion recombination will 
play a crucial role in dose determination using ionisation chambers. Current recombination 
models are quoted to be accurate for the high saturation region where more than 70% of the 
charge is being collected by the chamber. Those models are expected to be invalid for the ultra-
short VHEEs and a new ion recombination correction procedure may be required. 

METHODS 

The measurements were performed at a user facility at CERN, known as CLEAR, which 
generates electron bunches with energies up to 220 MeV.  Each bunch can contain a charge 
between 0.001 and 1.5 nC, and a selectable number of bunches can be grouped into a larger 
pulse with bunch frequency of 1.5 GHz [4].  With high charge-per-bunch, and a large number 
of bunches-per-pulse, it is possible to investigate extremely high dose-rates in beam delivery.  
Two Roos® Type (PTW-34001) plane-parallel chambers were employed, one as a test chamber 
with variable collecting voltage spanning 25 to 600 V, and one as the monitor which was kept 
constant at the recommended chamber voltage of 200 V. The chamber response was 
investigated for charge-per-pulse values ranging from 30 to 10000 pC per-pulse.  The effective 
point of measurement of the test chamber was placed at approximately 10 cm depth in a 30 x 
30 x 30 cm3 water phantom, with the monitor chamber attached to the test chamber with their 
entrance windows touching. The distance from the vacuum window to the surface of the 
phantom was approximately 50 cm. The NPL’s Elekta Synergy® LINAC was also used for 
chamber response comparisons.  The setup in the NPL beam was similar, however the 
chambers were exposed to a 12 MeV electron beam. 

RESULTS 

For the lowest charge-per-pulse, it was observed that the Roos® chamber responded similarly 
to that seen in clinical electron beams, with a distinct plateau region and saturation charge being 
reached when a collecting voltage of 600 V was applied.  The collection efficiency, determined 
by the two-voltage analysis (TVA) method with voltages of 200 V and 100 V, for the 30 pC 
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per-pulse case, was calculated to be approximately 93%.  As the charge-per-pulse in the beam 
was increased, a very significant reduction in the collection efficiency of the chamber was 
observed.  Quantification of this effect in the high dose-per-pulse regime is challenging as the 
available models are inaccurate for such an extreme case. The saturation curve for 10000 pC 
per-pulse was close to linear over the whole voltage range.  In this regime, a much larger 
collecting voltage could be required in order to reach saturation. However, as the chamber is not 
designed for such high voltages, this may induce other non-dosimetric artefacts such as charge 
multiplication. For the 30 pC per-pulse case, the recommended 200 V applied voltage is 
effective in collecting close to 100% of the produced charge. In contrast, for the 10000 pC 
regime, the chamber collects more than twice the charge for a 600 V collecting voltage, relative 
to the monitor chamber at 200 V. This indicates that the recommended voltage of the Roos® 
chamber is insufficient for an accurately correctable charge collection efficiency in high dose-
per-pulse VHEEs. 

CONCLUSIONS 

It is clear that as the charge-per-pulse in the beam is significantly increased, the ability of the 
chamber to collect the produced charge decreases. This is due to the increase of the general 
recombination factor as the charge density in the chamber increases. Due to this extreme charge 
density, the space charge screening effect may also become significant. This screens the 
charged particles from the electric field causing them to move slower and therefore increase 
the probability of recombination. The large deficiency in charge collection due to 
recombination cannot be accounted for accurately using currently available models. These data 
will be useful for the characterization of ion chamber response through the comparison of 
measurements with dose-rate independent detectors, such as calorimeters and alanine. In turn, 
this should provide the foundations for the development of a new recombination correction 
procedure which will be valid for high dose-per-pulse beams. 
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BACKGROUND 

Monte Carlo (MC) simulation is often used to study particle track structure (i.e. the micro- and 
nanoscopic pattern of energy deposition) of different radiation qualities to elucidate their 
relative biological effectiveness. For this purpose, several general-purpose MC radiation-
transport codes have been recently upgraded to enable the step-by-step simulation of charged 
particle transport, which was previously the domain of dedicated track-structure MC codes. 
However, results of track structure simulations depend heavily on the cross-section data used 
in the codes, particularly those for inelastic interactions of electrons of very low energy (below 
1 keV) [1]. Since different MC codes use different tables or models of cross-section data, a 
systematic investigation into the uncertainty of microdosimetric or nanodosimetric spectra 
arising from the use of different cross-section data is needed. 

METHODS 

To assess this uncertainty, Working Group 6 “Computational Dosimetry” of EURADOS has 
launched an exercise inviting participants to use a MC code of their choice to calculate 
microdosimetric spectra and nanodosimetric ionization cluster size distributions (ICSD) for 
electrons of a given energy spectrum (related to 125I decay, maximum energy 34.7 keV). For 
microdosimetric calculations, the target was a 10 µm-diameter liquid-water sphere and three 
spatial distributions of the source were considered. ICSD were to be determined in 3 nm and 8 
nm spherical volumes within this target at different distances from a source located in the center 
of the 10 µm sphere. 

RESULTS 

For a point source at the center of the 10 µm sphere and a source uniformly distributed within 
the sphere, the reported microdosimetric spectra are in good agreement with a standard 
deviation below 2% in the resulting frequency-mean specific energy values [2]. 
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Figure 1.  Microdosimetric frequency-mean specific energy values reported by the different 

participants (symbols), the respective average over all participants (solid lines), and 
uncertainty bands corresponding to one standard deviation (dashed lines). 

For the case where the source was contained on the 10 µm sphere’s surface, much larger 
discrepancies in the shape and the frequency-mean values of the microdosimetric spectra 
reported by the participants could be observed (see Figure 1). 

Similarly, significant variations in the nanodosimetric ICSD reported by the participants were 
found, with up to 40% difference in the mean values of the ICSD. 

CONCLUSIONS 

The origin of the large discrepancies observed for the microdosimetric results with the surface 
source is still under investigation. In the next step of the exercise, a sensitivity analysis will be 
performed by studying the dependence of the simulation results on changes in the cross-section 
data. A preliminary sensitivity analysis was performed with the Geant4-DNA MC code using 
different available cross-section data tables. The results indicate that if the tremendous 
differences in the nanodosimetric ICSD were only due to uncertainties in the interaction cross 
sections for low-energy electron interactions, then these uncertainties would have to be around 
100%. 
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BACKGROUND 

A key finding of the BioQuaRT project [1] was a simple relation between radiobiological cross 
sections for cell inactivation by ion beams and nanodosimetric characteristics of the particle 
track structure of these beams [2]. Options for translating nanodosimetric information at the 
voxel level have also been investigated [3]. This work carries these approaches further by using 
nanodosimetric track structure analysis for estimating RBE variation in a clinical spread-out 
Bragg peak (SOBP) of protons. 

METHODS 

For 100 MeV protons entering a water phantom, the track structure has been simulated using 
Geant4-DNA for a number of positions along the pristine Bragg peak. Ionization cluster size 
distributions (ICSDs) were scored for targets of size corresponding to a 10 base-pairs segment 
of DNA was obtained for a set of radial distances from the proton trajectory and positions along 
the proton path. The functional dependence of nanodosimetric parameters on radial distance 
was analyzed using simple model functions and afterwards convolved with weighted 
distributions of the range taken from literature [4] to construct a SOBP. 

RESULTS 

For the track core, the radial dependence of ICSDs could be well reproduced assuming a 
superposition of a term proportional to the chord of the proton track and a contribution of 
electrons growing with the square of the radial distance. In the penumbra region, an inverse 
power law provided good fits in the entrance region while an exponential dependence was 
found within the last few tens of µm of the track. Integrating the radial dependence of the 
nanodosimetric cumulative probabilities for at least 2 or more ionizations in the target gave a 
quantity that an increase over the SOBP that is in in qualitative agreement with observations 
of enhanced relative biological effectiveness (RBE) in this region [5]. 

CONCLUSIONS 

These encouraging preliminary results show the potential of using nanodosimetric track 
characteristics for predicting the variation of RBE for lethal lesions in cells in clinical 
situations. In ongoing further analysis, the influence of range straggling of the protons and of 
a non-homogenous spatial distribution of targets (DNA is only found within cell nuclei) and of 
the influence of on the outcome of the nanodosimetric prediction in investigated. The final goal 
is to arrive at a quantitative reproduction of the radiobiological findings, for which purpose it 
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may also be necessary to consider other target sizes and perhaps also correlations of 
nanodosimetric ICSDs in neighboring targets [6]. 

 
Figure 1.  Normalized depth-dose curve and depth-dependence of the radially integrated 

nanodosimetric F2 parameter. The data have been obtained without taking range straggling 
into account and therefore the weighting of the pristine Bragg peaks had to be adjusted as 

compared to the values given by Jette and Chen [4]. 
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BACKGROUND 

 In x-ray imaging, the information about the energy of the detected photons can be used to 
extract additional information about the anatomical structures inside the patient and hence to 
decrease the dose. However, detectors that utilise spectral information in full capacity do not 
yet exist in commercial diagnostic equipment. Discrimination between energies is used only to 
some extent in dual CT. 

Novel techniques in radiation therapy, such as volumetric modulated arch therapy and intensity 
modulated radiation therapy, have improved the efficacy of treatment. However, dose gradients 
in these fields can be significant and position resolution of ionisation chambers may be too 
poor to measure the dose variation within the irradiated area. A new type of 2D detector with 
high spatial resolution would make transition from reference to clinical field size according to 
IAEA TRS 483 more practical and would also benefit e.g. the quality assurance measurements 
at the clinics leading to better patient safety. 

A read out chip for semiconductor chips capable of recording spectral information in each pixel 
has been developed for the CMS experiment at CERN. Detectors based on this technology are 
being developed in collaboration between Radiation and Nuclear Safety Authority of Finland 
and Helsinki Institute of Physics for use in imaging and dose profile measurements in MV 
photon beams. 

METHODS 

Silicon diodes optically coupled with GAGG:Ce and GOS:Tb scintillation materials were 
tested in RQR quality x-ray beams [1]. The RQR spectra measured with a HPGe spectrometer 
were converted, by modelling the spectrometer response with MCNP 6.1 software [2], to 
fluence spectra. The fluence was used in the characterisation of the scintillator coated detectors 
vs. bare diodes as reference samples. The purpose of the scintillator coating is to increase the 
detection efficiency of the silicon detectors limited by the effective atomic number. 

A GBX200 Co-60 irradiator at the SSDL laboratory of STUK was modelled with EGSnrc for 
investigating the behaviour of silicon detectors and detector casings [3]. The field size was 10 
x 10 cm2. Simulated depth dose curve, dose profile and air-kerma to dose-to-water ratio were 
compared with measured values. 

RESULTS 

The scintillator coated diodes demonstrated higher currents from RQR4 onwards (mean energy 
36.4 keV). For the GBX200 irradiator, the simulated and measured values agreed within 0.6%. 
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CONCLUSIONS 

Use of the scintillator coating on the silicon diodes was shown to increase the detection 
efficiency. Pulse mode operation will be investigated in the near future. The model of the 
GBX200 irradiator can be considered accurate on the basis of agreement between the simulated 
and measured values. The model has applications also in other aspects of dosimetry, such as 
quality correction factor calculations. Further development of the detectors for dosimetry and 
imaging purposes will continue on the basis of these tests. 
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BACKGROUND 

Effective dose has been developed by the International Commission on Radiological Protection 
(ICRP) as a dose quantity related to detriment from radiation-induced stochastic effects, 
principally cancer, that can be used in the optimization of protection from all sources of 
exposure. Effective dose is the sum of equivalent doses (mean absorbed doses weighted for 
differences in biological damage produced by radiations) to each radio-sensitive organ or 
tissue, multiplied by tissue weighting factors that account for differences in their 
radiosensitivity [1]. The use of effective dose in optimization of protection relies on the 
assumption of a linear non-threshold (LNT) dose-effect relationship. Epidemiological data 
from a number of studies demonstrate significant excesses of cancer down to doses of less than 
50 mSv [2] and suggest that the LNT model is the best interpretation of current scientific 
knowledge. Effective dose equates to health detriment from uniform whole body exposures, 
and can be applied to all exposures regardless of differences in distribution of doses between 
organs and tissues.  However, it is calculated for reference persons, and nominal detriment 
values are calculated as averages over populations of all ages and both sexes.  Effective dose 
was designed originally for use in the evaluation of occupational and public exposures.  In the 
last two decades, effective dose has also been applied to medical exposures, and these 
applications have sometimes gone beyond the intended purposes of the quantity. 

METHODS 

ICRP established a Task Group to prepare a comprehensive report to provide guidance on the 
application of effective dose. A public consultation on the draft publication was held during 
summer 2018 and a revised version has been produced. 

RESULTS 

The report recommends that equivalent dose should not be regarded as a separate protection 
quantity. That is, dose limits applying to tissue reactions would be more appropriately set in 
absorbed dose (Gy) rather than equivalent doses (Sv), while dose criteria (constraints, reference 
levels, limits) for stochastic effects would continue to be set in effective dose (Sv). 

Stochastic risks estimated for different medical procedures vary according to the organs and 
tissues irradiated. Values for effective dose can be derived from measured quantities such as 
kerma-area product for radiography, dose length product for computed tomography, and 
injected activity for nuclear medicine using conversion coefficients. Effective dose provides a 
tool with enough information about radiation exposure levels linked to health detriment for 
making everyday decisions. Some tasks for which it can be used are listed below: 

• Providing information for use in selecting the appropriate technique for imaging 
• In the justification of imaging exposures for individual patients 
• Research studies: Summing the doses that may accrue from procedures performed 
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• Optimisation of technique: where the distribution of dose within body is different 
• Reporting of unintended exposures, where the dose level is low 
• Assessing doses to carers incurred willingly by those supporting patients 
• Use of typical effective doses from common procedures in education and training.  

These applications rely implicitly or explicitly on the assumption of a direct relationship 
between effective dose and stochastic risk. The ICRP report recommends that effective dose 
can be used as an approximate estimate of the risk that may be incurred as a result of radiation 
exposures. The report also considers the dependence of risk on age at exposure and differences 
between males and females, concluding that overall cancer risks are a factor of 2 – 3 higher for 
young children than young adults, with lower values for older adults.  However, uncertainties 
in risk estimates at low doses should be recognized, with small contributions from the use of 
reference phantoms to calculate doses, and larger contributions from lack of knowledge of risks 
(per Gy or Sv) of individual cancer types at low doses. As well as recognized differences in 
risk between individuals of different ages and sex, there will also be genetic variations in risk 
within a population; the latter topic is the subject of a new ICRP Task Group. While it is 
reasonable to use effective dose as an approximate indicator of possible risk, best scientific 
estimates of risks to individuals should be calculated on the basis of estimates of organ doses, 
using age- and sex- specific risk estimates, with consideration of uncertainties. Generic terms 
that may be applied to potential risks from medical procedures are shown in Table 1.   
Applications for which use of effective dose is not recommended include: 

• Assessing dose where all the exposure is predominantly to one organ  
• Comparing doses for similar techniques in different departments or institutions 
• Setting diagnostic reference levels for which measurable quantities should be used 
• Providing patient dose information in reports for medical radiological procedures 
• Calculation of stochastic risk for individual patients. 

Table 1.  Dose ranges and terminology for describing risks from medical procedures for adult 
patients age 30y-39y. 

Effective 
dose (mSv) 

Risk of cancer Risk 
term 

Examples of medical radiation 
procedures 

< 0.1 No direct evidence Negligible Radiographs of chest, limbs and teeth. 
0.1–1 No direct evidence Minimal Radiographs of spine, abdomen, and head  
1–10 No direct evidence Very low CT scans of head and trunk, angiography 

10–100 10-3–10-2  with LNT Low CT scans trunk and interventional rad.  
100s >10-2 Moderate Multiple procedures and follow-up. 

 

CONCLUSIONS 

Effective dose is a useful indicator of harm that may result from a radiation dose received. 
Generic values can be used in referral guidelines and justification, in evaluating detriment in 
research studies, incident reporting, and doses to carers. However, the age, sex and health status 
must be taken into account when considering risks to individuals and uncertainties associated 
with estimates of risk at low doses should also be recognized. 
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BACKGROUND 

Patients who undergo PET/CT use different radiopharmaceuticals according to their diseases. 
Mostly 18F-FDG and 68Ga-DOTATE are used in the protocol of PET/CT imaging. The 
objective of this study is to estimate and compare the effective dose received by 50 18F-FDG 
patients and 50 68Ga-DOTATATE patients undergoing PET/CT procedure at Institut Kanser 
Negara in Malaysia. 

METHODS 

Effective dose from PET scans were calculated based on the dose coefficient reported in 
International Commission on Radiological Protection (ICRP) Publication 106 and activity of 
18F-FDG and 68Ga-DOTATATE. Effective dose from CT scans were determined using k 
coefficient reported in ICRP Publication 102 and dose-length product (DLP) value. 

RESULTS 

The average effective dose from PET and CT scans for 18F-FDG was found to be 10.34 mSv 
and 6.90 mSv, respectively. Meanwhile for 68Ga-DOTATATE, the average effective dose 
from PET and CT scans was found to be 10.88 mSv and 4.52 mSv, respectively. The mean 
whole-body effective dose received by 18F-FDG and 68Ga-DOTATATE patients undergoing 
the combined PET/CT procedure was 18.15 mSv and 14.76 mSv. 

CONCLUSIONS 

These results could be used as reference for the dosimetry of patients undergoing PET/CT 
procedures in Malaysia. 
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BACKGROUND 

Assessing patient dose levels in diagnostic radiology for the most common types is very 
important for developing measures to optimize them in order in order to reduce the risk of 
radiation effects. Radiation risks can be assessed based on a study of effective doses for various 
types of X-ray studies, as well as knowledge of the distribution of equivalent doses in 
organs / tissues for the assessment of effective doses. At the same time, equivalent organ doses 
and effective dose cannot be determined by direct measurements, but are estimated only on the 
basis of modelling exposure conditions using physical or mathematical phantoms. The work is 
devoted to the determination of conversion factors from entrance surface doses (ESDs) to 
equivalent organ / tissues doses and effective doses from various types of radiographic 
examinations. 

METHODS 

For determination of the distribution of absorbed doses in the organs / tissues of the “standard” 
patient and estimation of the effective dose, phantom simulations were performed on 
anthropomorphic phantom Alderson-Rando (adult) with a given geometry and patient exposure 
conditions. The TL-detectors type MTS-P (LiF: Mg, Ti) were used. 

There were simulated the exposure conditions for 6 types of radiography examinations and 
fluorography (film and digital) under the working parameter's ranges of the X-Ray diagnostic 
units of various models with standard irradiation geometry. The entrance and exit doses on the 
phantom surface also were measured. 

A total of 116 phantom simulations of patient exposure conditions were carried out taking into 
account 2 to 3 measurement cycles for each irradiation regime. From phantom simulations, 
equivalent doses were estimated for the 12 most radiosensitive organs and tissues. 

According to the results of comparison of the values of entrance surface doses (ESDs) which 
were measured in the center of the radiation field on the surface of the phantom with the values 
of equivalent organs/ tissues doses and calculated effective doses the conversion factors were 
determined for selected groups of X-ray machines and for different parameters of X-Ray 
investigations. 

To assess the equivalent organ doses and effective doses, the data of national survey of patient's 
ESDs which were carried out for establishment of national diagnostic reference levels of 
different types of radiography studies were used. For calculation of equivalent and effective 
doses, average values of ESDs of studied arrays of measurements and calculations for each 
type of X-ray diagnostic studies were used. 
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RESULTS 

The results of phantom simulations of patient exposure for most common radiography 
examinations and fluorography (film and digital) are shown in Table 1. 

Table 1. Entrance surface doses and appropriate equivalent organ and effective doses for 
most common types of X-Ray diagnostic examinations. 

Average value  Fluorography Radiography procedures 
Film Digital Chest Skull Cervical 

spine 
Thoracic 

spine 
Lumbar 

spine 
Pelvis 

ESDs, mSv 
(PA/PA) 4,3 0,6 1.1 4.1 2.0 8.8 13.0 13 

ESDs, mSv 
(LAT) - -   1.9 10.0 22.0 - 

Organs/Tissues Total equivalent dose, mSv 
Thyroid  0.69 0.13 0.09 0.27 3.88 0.84 0.05 0.00 
Breast 0.87 0.16 0.06 0.00 0.00 1.60 0.12 0.00 
Oesophagus 1.71 0.31 0.10 0.13 0.63 2.01 0.18 0.00 
Lung 3.77 0.69 0.26 0.21 0.37 3.00 0.31 0.00 
Liver 1.09 0.20 0.06 0.00 0.00 5.02 3.45 0.44 
Colon 0.05 0.01 0.02 0.00 0.00 0.00 4.78 2.36 
Stomach 0.73 0.13 0.04 0.00 0.00 7.00 10.30 1.53 
Bladder 0.06 0.01 0.02 0.00 0.00 0.00 2.45 2.87 
Gonads 0.02 0.00 0.02 0.00 0.00 0.00 0.92 7.22 
Skin 0.57 0.10 0.07 0.30 0.33 1.18 2.28 0.84 
Bone marrow 1.51 0.28 0.12 0.32 0.66 0.88 1.36 0.93 
Bone surface 1.54 0.28 0.12 0.40 0.94 2.02 0.66 0.43 
Remainder 2.50 0.46 0.15 0.00 0.58 0.22 0.98 0.06 
Effective dose 1.10 0.20 0.08 0.09 0.39 2.54 2.59 2.20 

 

CONCLUSIONS 

The modelling exposure conditions of patients on the phantom Alderson-Rando made a 
possibility to study the distribution of equivalent organ doses, to estimate the effective doses 
according to the average values of entrance surface doses for each selected type of diagnostic 
examinations which were obtained from the results of national survey of parameters of X-Ray 
diagnostic investigations and data of direct and indirect dose measurements of ESDs. These 
results can be used to the refined assessment of collective effective doses and radiation risks of 
the population of Ukraine from X-ray diagnostic examinations. 
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BACKGROUND 

Currently in the field of radiation protection the optimization of most common X-Ray 
diagnostic procedures have a priority, since there is significant potential to reduce the medical 
exposure doses and radiation cancer risk. The purpose of this investigation is the estimation of 
collective equivalent organs/tissues doses and collective effective doses of the Ukrainian 
population using updated data on the mean values of equivalent organ and effective doses from 
phantom simulation, taking into account data on the average parameters of examinations and 
average values of entrance surface doses (ESDs). Determination of radiation risks of cancer for 
collected most common diagnostic procedures in according with risk coefficients from ICRP 
Pub.103. 

METHODS 

The equivalent organs/tissues doses and effective doses for all radiographic procedures and 
chest fluorography (film and digital) have been estimated from the results of phantom 
modelling using the standard phantom Alderson-Rando and the method of TL-dosimetry. The 
values of equivalent organs/ tissues doses for 'standard' patient and effective doses were 
determined from the data about the average values of entrance surface doses for selected X-
Ray diagnostic procedures with using the conversion factors for every organ or tissue from the 
parameters of exposure conditions for each examinations. 

Collective dose (Si) for the particular type of study was calculated by the formula: 

 

where Eij is the average effective dose  and Nij is the number of X-ray diagnostic studies from 
the i-type of X-ray examination on j-model of X-ray machine. 

The assessment of absolute cancer radiation risks from radiography examinations and 
fluorography were carried out using data about numbers of conducted x-ray diagnostic studies 
in 2014 and radiation risk coefficients for adults (male and female) for the most radiosensitive 
organs and tissues from the ICRP Pub.103 [1]. 

RESULTS 

Table 1 presents data of the frequency for most common X-ray diagnostic examinations, the 
average effective dose per procedure and the collective effective doses for selected types of X-
ray procedures. Table 2 presents absolute cancer radiation risks from radiography examinations 
and fluorography. 

 

i ij ijS    E N  = ⋅∑
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Table 1.  The collective effective doses for common X-ray procedures 

X-ray procedures 
Total number 

per year 
(thousand) 

Average effective 
dose (mSv) 

Annual collective 
effective dose 

(man-Sv) 
Film fluorography 11199.2 1.10 12319.1 
Digital screening 
radiography of chest 7466.2 0.20 1493.2 

Chest / Thorax 6374.5 0.08 5210.0 
Skull 906.7 0.09 81.6 
Cervical spine 665.4 0.39 259.5 
Thoracic spine 776.3 2.54 1971.8 
Lumbar spine 1441.7 2.59 3734.0 
Pelvis and hip 1330.8 2.20 2927.8 

 

Table 2. The absolute cancer radiation risks from radiography examinations and 
fluorography (numbes of cases per year) 

Organs/ 
Tissues  

Fluorography Radiography procedures 

Film Digital Chest Skull Cervical 
spine 

Thoracic 
spine 

Lumbar 
spine Pelvis Total 

Thyroid  5.6 0.3 0.2 0.1 1.9 0.3 0.0 0.0 8.4 
Breast 64.5 3.3 1.5 0.0 0.0 57.0 1.0 0.0 127.3 
Oesophagus 41.8 2.1 0.9 0.2 1.0 2.3 0.5 0.0 48.8 
Lung 850.0 43.6 20.7 2.4 5.4 32.3 8.0 0.0 962.4 
Liver 40.9 2.1 0.8 0.0 0.0 9.1 15.4 0.8 69.1 
Colon 3.6 0.2 0.5 0.0 0.0 0.0 42.6 9.5 56.4 
Stomach 69.8 3.6 1.3 0.0 0.0 32.4 112.1 7.1 226.3 
Bladder 2.0 0.1 0.2 0.0 0.0 0.0 8.7 4.9 15.9 
Gonads 0.6 0.0 0.2 0.0 0.0 0.0 2.6 10.2 13.6 
Skin 2.7 0.1 0.1 0.1 0.1 0.3 1.3 0.2 4.9 
Bone 
marrow 64.6 3.3 1.7 0.8 1.8 1.8 6.6 2.1 82.7 

Bone 
surface 9.3 0.5 0.3 0.1 0.4 0.6 0.5 0.2 11.9 

Remainder 339.2 17.4 7.3 0.0 5.4 1.4 14.0 0.5 385.2 
Summary 1494.6 76.6 35.8 3.7 16.0 137.6 213.2 35.6 2012.9 

 

CONCLUSIONS 

Among the most common X-ray radiography procedures film fluorography gives the maximum 
contribution to the collective effective dose of the population of Ukraine and into the absolute 
risk of radiation effects. 

 



 

270 
 

Primary Standards Dosimetry Laboratories 
 



Contribution ID: 48  Type: Poster 
 

271 
 

Absorbed Dose to Water Measurements in the SOBP of a Clinical Carbon 
Ion Beam Using Water Calorimetry 

K. Holma,b 
U. Weberc, Y. Simeonovd, S. Bronse, O. Jäkelb,e, U. Ankerholda, S. Greilichb, A. Kraussa 
aDepartment 6.2 Dosimetry for Radiation Therapy and Diagnostic Radiology , Physikalisch 
Technische Bundesanstalt (PTB), Bundesallee 100, 38116 Braunschweig, Germany 
bDivision of Medical Physics in Radiation Oncology, German Cancer Research Center 
(DKFZ), Im Neuenheimer Feld 280, 69120 Heidelberg, Germany 
cDepartment for Biophysics, GSI Helmholtzzentrum für Schwerionenforschung GmbH, 
Planckstraße 1, 64291 Darmstadt, Germany 
dInstitute for Medical Physics and Radiation Protection, Technische Hochschule Mittelhessen, 
Gießen, Germany 
eHeidelberger Ion Beam Therapy Center (HIT), Im Neuenheimer Feld 450, 69120 Heidelberg, 
Germany 

Email address of Corresponding Author: kim.holm@ptb.de 

BACKGROUND 

Currently ionization chamber based dosimetry still shows significantly higher uncertainty in 
ion-beam therapy than in high-energy photon therapy. This fact is mainly due to a lack of 
experimental data and to the high uncertainty (about 3%) of the theoretically calculated values 
for the kQ-factors of ionization chambers. 

In a previous work [1], kQ-factors for two Farmer-type ionization chambers were determined 
directly and successfully in experiments in the low-energy region of a clinical 429 MeV/u 
carbon-ion beam. Based on this, kQ-factors for a further eight different cylindrical ionization 
chambers and three different plane-parallel ionization chambers were determined by means of 
cross-calibration [2]. The standard uncertainties achieved were 0.8% for the directly 
determined factors and 1.1% for the factors of cross-calibrated chambers. This threefold 
reduction in the uncertainty compared to calculated values will lead to a decreased overall-
uncertainty in dosimetry for ion beam therapy. 

In a continuation of this project, kQ-factors will now be determined in a spread-out Bragg peak 
(SOBP) of a carbon ion beam. It is possible that a change in the values due to the higher LET 
will be observed. 

METHODS 

To determine kQ-factors, the absorbed dose to water must first be determined using the water 
calorimeter developed by PTB [3]. The calorimeter consists of an actively cooled water 
phantom in which the calorimetric detector or ionization chamber of interest can be positioned 
at a certain depth. The calorimetric detector is a glass cylinder filled with purified water that 
contains two thermistors that measure the radiation-induced temperature rise of the surrounding 
water. To ensure that the uncertainty due to heat dispersion remains low, a homogeneous 
irradiation field is needed. 

In contrast to previous studies, full active scanning of the volume of interest would lead to high 
uncertainty due to the long scanning time needed for a three-dimensional volume. Therefore, 
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the SOBP will be created by in-depth passive scattering using a 3D-printed range modulator 
consisting of many pyramid-shaped pins [4]. 

RESULTS 

Depth dose curves of carbon-ion beams in water modulated with the range modulator clearly 
show the formation of a SOBP with a relative standard deviation of 0.5% between the dose 
values in the plateau region, as shown in Figure 1. Furthermore, two peaks can be seen at the 
beginning and at the end of the plateau. These are caused by inaccuracies during the printing 
process but will not affect the calorimetric measurements, as they are far enough away from 
the calorimetric measurement position in the middle of the plateau. The lateral dose distribution 
measured with an ionization chamber array shows a 6x6 cm2 plateau with a relative standard 
deviation of the dose values from the central chamber of 2.0%. 

 

Figure 1. Depth dose curve of a 273 MeV/u carbon-ion beam in water modulated with the 
range modulator. 

CONCLUSIONS 

Further optimizing the range modulator as well as the irradiation parameters will create an 
irradiation field that is as homogeneous as possible. To measure the three-dimensional dose 
distribution more efficiently, a device is being developed at PTB that will move the ionization 
chamber array in a water phantom along the beam. 

The reproducibility and time stability of the irradiation field will be investigated. Thereafter 
the absorbed dose to water under these irradiation conditions and from that the kQ-factors will 
be determined. Preliminary results regarding new kQ-factors will be presented. 
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BACKGROUND 

There are more than 2000 linear accelerators used for radiotherapy and the number increases 
by 100 per year in China. In order to supply the calibration service to the radiotherapy centers, 
National Institute of Metrology (NIM) developed the standard of the absorbed dose to water 
for high-energy photon and electron beams based on the national research center (NRC) of 
Canada designed [1]. After the measurement of absorbed dose to water for 6, 10, and 25 MV 
photons of accelerator by a water calorimeter, NIM took part the BIPM.RI(I).K6 comparison 
with Bureau International des Poids et Mesures (BIPM) on November 2016. 

METHODS 

The NIM water calorimeter with horizontal photon beams from the accelerator. This apparatus 
is composed of three parts, a calorimeter core and temperature rise data acquisition unit, a 
cooling and temperature control unit, a water phantom and support stable. 

A cylindrical calorimeter core was used to measure water absorbed dose for photons of the 
accelerator and calibrate the transfer chamber for the international comparison. A parallel plate 
calorimeter core was fabricated with the measurement depth of 15 mm, so it can measure the 
water absorbed dose for 6 MeV electron beam. 

RESULTS 

The absorbed dose to water is measured by water calorimeter with output of 620 MU of the 
accelerator. Figure 1 summarize the results carried out on 10 MV photon beams. After 
calibrating thermistor and bridge separately, absorbed dose to water is absolutely measured 
with the combined standard uncertainty of 0.35%. The discrepancy of absorbed dose to water 
measured separately by N2-filled and H2-filled vessel is 0.2% at 10MV. The same results were 
obtained by Medin [2] with the measurement for 60Co radiation. 
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Figure.1. Results obtained using 10 MV photon beams of the Elekta Synergy at NIM. The 
uncertainly bars show the type A standard uncertainty. 

The results of the BIPM.RI(I).K6 comparison reported as ratios of the NIM and the BIPM 
evaluations (and with the combined standard uncertainties given in parentheses), are 
0.9917(60) at 6MV, and 0.9941(59) at 10MV [3]. The quality correction factors KQ of 
commonly-used chambers were measured directly, which were 0.3% to 0.7% smaller than the 
recommended data in the IAEA TRS-398 protocol. The variations are between 0.1% and 0.8% 
for the results based on the methods recommended in IAEA TRS-398 and the chambers 
calibrated by megavoltage photons, in terms of the absorbed dose to water for the high-energy 
photon beams from clinical accelerator. 

The water absorbed dose for 15 MeV electron beam was measured by parallel plate calorimeter 
core, the results were consistent with the absorbed dose calibrated by the ionizing chamber 
which traced to the water absorbed dose of 60Co gamma radiation. 

CONCLUSIONS 

The primary standard of water absorbed dose for photon radiation of 6 MV, 10 MV and 25 MV 
is established, and took part the BIPM.RI(I)-K6 comparison. The new standard will instead the 
air-kerma based standard, to update the traceability system and reduce the uncertainty of ion 
chamber calibrations for accelerator radiotherapy. 
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BACKGROUND 

The data in IAEA TRS-398 [1] for MV beams was prepared in the mid-1990s, and since that 
date a number of new developments have taken place, such as the publication of ICRU 90 on 
key data for measurement standards in the dosimetry of ionizing radiation [2], free flattening 
filter beams, new detectors and dosimetry for small fields. IAEA decided to update its protocol 
and by the end of 2015 asked for volunteers to measure (based on primary standard dosimeters) 
and calculate (with Monte Carlo codes) updated kQ,Q0 values for reference-class ionization 
chambers (IC). 

Following IAEA demand, EURAMET decided to launch the EMPIR project 16NRM03 
RTNORM in mid-2017 to provide kQ,Q0 factors to the IAEA. In the MV photon beams 
workgroup, DTU (Denmark), LNE-LNHB (France), NPL (United Kingdoms) and VSL (the 
Netherlands) were to measure kQ,Q0 factors for 6 IC types in 10 cm x 10 cm linac x-ray beams 
with and without flattening filters [3]. 

METHODS 

Primary standard dosimeters for absorbed dose to water are water and graphite calorimeters [4, 
5, 6]. IAEA requested primary and secondary standard dosimetry laboratories to measure kQ,Q0 
values for at least 5 ICs of the same type, ideally from different manufactured batches and to 
include one chamber with well-known kQ,Q0 values such as NE 2571. 

RESULTS 

The results of the different partners will be compared between themselves and to the values 
expected from previous comparisons [7, 8, 9]. Some of these results are given as examples on 
figure 1 for the PTW 30013 ionization chamber type. 
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Figure 1. Experimental kQ for PTW 30013 ionization chambers from VSL (dark blue diamonds) 
and LNE-LNHB (light blue discs) compared to values from the TRS-398 [1] (black continuous 
curve) and EGSnrc calculated kQ from NRC [10] (light green squares). Shown uncertainties 
correspond to one standard deviation (k=1). VSL points correspond to 6 and 10 MV beams 
without and with flattening filters of an Elekta Versa HD while LNHB points correspond to 6, 
12 and 20 MV beams with flattening filters of a GE Saturne 43. 

CONCLUSIONS 

The measured kQ,Q0 values for Exradin A1SL (1 partner), IBA FC65-G (2 partners), NE 2571 
(4 partners), NE 2611 (1 partner), PTW 30013 (3 partners) and PTW 31021 (1 partner) are 
being sent to IAEA for evaluation before acceptance or rejection to feed the TRS-398 update. 

REFERENCES 

[1] ANDREO, P., BURNS, D. T., HOHLFELD, K., HUQ, M. S., KANAI, T., LAITANO, 
F., SMYTH, V. G., VYNCKIER, S., IAEA TRS-398: absorbed dose determination in 
external beam radiotherapy Technical Report Series (Vienna: IAEA) (2000). 

[2] INTERNATIONAL COMMISSION ON RADIATION UNITS & MEASUREMENTS 
REPORT 90, Key data for ionizing-radiation dosimetry: measurement standards and 
applications (2016). 

[3] DE PREZ, L., DE POOTER, J., JANSEN, B., PERIK, T., WITTKAMPER, F., 
Comparison of kQ factors measured with a water calorimeter in flattening filter free 
(FFF) and conventional flattening filter (cFF) photon beams, Phys. Med. Biol. 63 
(2018) 045023. 

[4] DE PREZ, L, DE POOTER, J., JANSEN, B., AALBERS, T, A water calorimeter for 
on-site absorbed dose to water calibrations in Co-60 and MV photon beams including 
MRI incorporated treatment equipment, Phys. Med. Biol. 61  (2016) 5051–76.  



Contribution ID: 68  Type: Poster 
 

278 
 

[5] PEARCE, J. A. D., SHIPLEY, D. R., DUANE S., Transfer of the UK absorbed dose 
primary standard for photon beams from the research linac to the clinical linac at NPL, 
Metrologia 48 (2011) 365. 

[6] DELAUNAY, F., GOURIOU, J., DAURES, J., LE ROY, M., OSTROWSKY, A., 
RAPP, B., SOREL, S., New standards of absorbed dose to water under reference 
conditions by graphite calorimetry for 60Co and high-energy x-rays at LNE-LNHB, 
Metrologia 51 (2014) 552. 

[7] PICARD, S., BURNS, D. T., ROGER, P., DE PREZ, L., JANSEN, B.,  DE POOTER, 
J., Key comparison BIPM.RI(I)-K6 of the standards for absorbed dose to water of the 
VSL, Netherlands and the BIPM in accelerator photon beams, Metrologia 54 (2017) 
06005 

[8] PICARD, S., BURNS, D. T., ROGER, P., DUANE, S., BASS, G.A., MANNING, J.W., 
SHIPLEY, D. R., Key comparison BIPM.RI(I)-K6 of the standards for absorbed dose 
to water at 10 g cm-2 of the NPL, United Kingdom and the BIPM in accelerator photon 
beams, Metrologia 52 (2015) 06021 

[9] PICARD, S., BURNS, D. T., ROGER, P., DELAUNAY, F., GOURIOU, J., LE ROY, 
M., OSTROWSKY, A., SOMMIER, L., VERMESSE, D., Key comparison 
BIPM.RI(I)-K6 of the standards for absorbed dose to water of the LNE-LNHB, France 
and the BIPM in accelerator photon beams, Metrologia 50 (2013) 06015  

[10] MAINEGRA-HING, E., MUIR, B. R., On the impact of ICRU report 90 
recommendations on kQ factors for high-energy photon beams, Med. Phys. 45 (2018) 
3904 

 



Contribution ID: 216  Type: Poster 
 

279 
 

Primary Standards and Measurement Methods for X-ray Emitting 
Electronic Brachytherapy Devices – EMPIR Project: PRISM-eBT 

T. Schneider 

Physikalisch-Technische Bundesanstalt, Bundesallee 100, 38116 Braunschweig, Germany 

Email address of Corresponding Author: Thorsten.Schneider@ptb.de 

BACKGROUND 

In the past decade, electronic brachytherapy (eBT) has evolved as an attractive modality for 
the treatment of skin lesions, intraoperative partial breast irradiation and applications in 
intracavitary and interstitial sites, brain tumours and kypho-IORT. Operating at low kilovoltage 
energies, eBT has many of the advantages of established radiotherapy approaches, but with 
further benefits [1]: eBT is considered a cost-effective treatment application, since little or no 
capital expenditure on shielding is required and normal operating rooms can be used. The 
shorter treatment schedule reduces hospital bed time and costs. For some treatment modalities 
(e.g. rectum) it reduces surgical expense. In some clinics the use of eBT frees time for more 
expensive conventional linear accelerators allowing increased capacity without an additional 
high investment. And finally, since no radioactive sources need to be handled, the effort for 
radiation protection, transportation and safety are reduced. 

The delivery and dosimetry technologies for eBT are often developed and marketed by the 
vendor of the device. Most of the systems come pre-calibrated by the manufacturers with pre-
commissioned sets of dosimetric data and the dose values are only valid within a specific 
system. This makes it difficult to adopt a clinically established treatment plan from one system 
to another and to verify dosimetry independently, contrary to the core requirement of clinical 
medical physics that dosimetry should be subject to independent and traceable verification [2]. 
In almost all cases these eBT systems are not directly traceable to a National Metrology 
Institute and rely on indirect methods with uncertainties larger than clinically acceptable. 
Harmonised and simplified dosimetric procedures will improve the safety of use and will 
enable the full utilisation of this modality. 

METHODS 

Within the framework of an European Metrology Programme for Innovation and Research 
(EMPIR), six European National Metrology Institutes (NMIs) together with partners from 
universities and clinics will collaborate in a joint research project with the aim to establish a 
harmonised, simplified and traceable dosimetry for eBT. All activities together will reduce the 
uncertainties in dose, dose distribution and dose-effect-relation to a level recommended in [3] 
and improve the efficacy of eBT treatment. These activities will enable better confidence in the 
therapeutic and clinical benefit of these radiotherapy modalities through improved data and 
this, in turn, will increase uptake. 

RESULTS 

The specific objectives of the EMPIR project PRISM-eBT (June 2019 – May 2022) are: 

1. To establish primary standards for the absorbed dose rate to water for eBT devices at 1 cm 
depth of water for internal radiotherapy, to evaluate currently used transfer instruments and 
corresponding measurement procedures and to establish simple and robust tools for 
dissemination of the absorbed dose rate to water to clinical practice. 



Contribution ID: 216  Type: Poster 
 

280 
 

2. To establish a dosimetric methodology for superficial eBT aligned with or similar to the 
recommendations for superficial (skin) external radiotherapy given in TRS 398 [4], DIN 6809-
4 [5], NCS-10 [6] and IPEM [7]. 

3. To characterise detectors and measurement instruments suitable for the determination of 3D 
dose distributions in water by eBT devices. To develop a standardised traceable calibration 
process for these detectors, allowing a reduction in the uncertainties in dose, dose distribution 
and dose-effect-relation to a level recommended in IAEA Human Health Report No 31 [3]. 

4. To provide traceable dosimetry for 3D dose distribution measurements for eBT systems such 
as INTRABEAM, Axxent or Esteya for which no dosimetry system currently exists and to 
make them available for the end user community. 

5. The data provided in this project will be compiled in Good Practice Guides and submitted to 
IAEA and Standards Developing Organisatios (SDOs) for uptake in their written standards. 

CONCLUSIONS 

An outline of the PRISM-eBT project will be presented to make the eBT user community aware 
of the work planned for the next three years (mid-2019 to mid-2022) and to enable end-users 
to comment on the proposed objectives. The results of this European Joint Research Project 
with contributions from six National Metrology Institutes, two University Hospitals and several 
external stakeholders will enable SDOs to draft a new standard for harmonized dosimetry of 
eBT devices which will increase the treatment efficacy of eBT. 
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BACKGROUND 

The data in IAEA TRS-398 [1] for medium-energy x-ray beams was prepared in the mid-1990s, 
and since that date a number of new developments have taken place, such as the publication of 
ICRU 90 on key data for measurement standards in the dosimetry of ionizing radiation [7], new 
detectors, and notably the availability of primary standards of absorbed dose to water that were 
not available at the time. The IAEA decided to update the TRS-398 protocol and by the end of 
2015 asked for volunteers to measure (based on primary standard dosimeters) updated pQ and 
kQ,Q0 values for reference-class ionization chambers (IC). 

Following the demand of the IAEA, EURAMET approved the EMPIR project 16NRM03 
RTNORM in mid-2017 to provide both pQ and kQ,Q0 factors to the IAEA. In the kV x-rays 
photon beams workgroup, ENEA-INMRI (Italy), LNE-LNHB (France), IST-ID (Portugal), 
THM (Germany) and VSL (the Netherlands) were to measure and calculate both pQ and kQ,Q0 
factors for 3 IC types in medium-energy x-ray beams of eight filtered radiation qualities. 

METHODS 

Primary standard dosimeters for absorbed dose to water are water and graphite calorimeters [6, 
8, 9] and primary standards of air kerma are free-air chambers [2-4]. IAEA requested primary 
and secondary standard dosimetry laboratories to measure pQ and kQ,Q0 values for at least 5 ICs 
of the same type, ideally from different manufactured batches and to include one chamber with 
well-known pQ and kQ,Q0 values such as the NE 2571chamber. 

RESULTS 

For the PTW30013 chamber model, NDw from Monte Carlo simulations using EGSnrc were 
aligned to experimental measurements reported in a recent key-comparison [5]. New 
experimental determinations of kQ,Q0 factors for the chamber model NE2571, using the CCRI-
250 quality as Q0, indicate kQ,Q0 factors down to about 0.93 for the beam qualities with mean 
energy down to ~40 keV and an uncertainty of ~1.3% (k=1). 
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CONCLUSIONS 

This work groups together independent Monte Carlo calculations and experimental 
determinations of both pQ and kQ,Q0 values from European National Metrology Institutes and 
Universities, using chamber models IBA FC65-G, PTW 30013, and NE 2571. Part of these 
data are being prepared for submission to the IAEA for inclusion in the update of the TRS 398. 
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BACKGROUND 

To advance medical dosimetry research in Denmark and to support Danish hospitals in offering 
the most advanced treatment modalities available, a state-of-the-art dosimetry laboratory has 
been established by the Technical University of Denmark. The laboratory is currently used in 
an EURAMET EMPIR research project (www.RTnorm.eu) entitled: “kQ factors in modern 
external beam radiotherapy applications to update IAEA TRS-398”, and data from this project 
will be used to demonstrate the capabilities of the laboratory. However, the main purpose of 
this contribution is to communicate how the laboratory has been designed with the view that 
this potentially could be of relevance for others within this field. 

METHODS 

The laboratory has two radiation sources: A medical linear accelerator (Varian Truebeam, 
Varian Medical Systems, USA) and a 60Co source (Terabalt, UJP Praha, Czech Republic). An 
important feature of the accelerator is its ability to deliver five different qualities of 
megavoltage photon beams (4, 6, 10, 15, and 18 MV) plus two qualities without fattening filter 
(6 and 10 MV FFF). The laboratory is air-conditioned with a total air circulation flow of up to 
21000 m3/h, and the temperature stability (maximum deviation from the mean) over 24 h is 
better that 0.3°C at the isocenter of the accelerator and 0.15°C at the cobalt source. The stability 
of the humidity is better than 5%RH. Two Keithley 6517 electrometers with 1 nF external air 
capacitors and an external time base are used for traceable charge and current measurements, 
and these electrometers are calibrated in situ using a dedicated calibration system partly based 
on the one developed by Downton and Walker (2012). The laboratory is equipped with a closed 
local area network, and all instruments (including the cobalt source) can be controlled remotely 
using this network and any computer connected to it. 

RESULTS 

Ionization chambers are positioned free in air both in the cobalt and in the linear accelerator 
system using a combination simple alignment telescopes, micometers, digital indicators, and 
special gauge blocks. A special lift is used to submerge the ionization chamber into water. 
Important elements in this optical positioning system are based on procedures in used at the 
IAEA laboratories in Seibersdorf (Czap, 2017). The reproducibility of ionization chamber 
positioning influences absorbed dose to water measurements in the 30x30x30 cm3 water tank 
by less than 0.03% (one standard deviation). Using an external transmission monitor chamber 
(PTW 7862, Germany) the output variability from the accelerator can be reduced to less than 
0.05% (one standard deviation) over an extended period of time (weeks). This facilitates 
calibration of ionization chambers relative to a reference ionization chamber calibrated at a 
primary standards laboratory. 
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Data acquisition is carried out using a general-purpose software (Andersen, 2018) with a text-
based scripting language that can communicate with instruments using different protocols (e.g. 
RS-232, GPIP and TCP) in their native command language. In particular, the software can 
handle buffered acquisitions obtainded by Keithley electrometers triggered by an external time 
base. The software is highly flexible, and the use of this software has been instrumental in the 
development and testing of all the various calibration and measurement procedures used in the 
laboratory. All data analysis and visualizations are carried out using standardized procedures 
programmed in R (R Core Group, 2018). 

CONCLUSIONS 

A new dosimetry laboratory for accelerator-based megavoltage photon beam calibrations and 
research has been established. Several systems and solutions have been developed along the 
way. Sorted by the time consumption required to reach those solutions, the following issues 
should be highlighted: to tune the air-conditioning system to be stable, to have a linear 
electrometer calibration system without the need for significant leakage corrections, to be able 
to position ionization chambers in a highly reproducible way, to account for accelerator output 
variability using an external monitor chamber positioned under stable thermal conditions, and 
to develop software for semi-automated data acquisition and analysis. 
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BACKGROUND 

Radiation workers and the public in general need to be protected from the effects of ionizing 
radiation and this is the concern of every country’s radiation protection agency. This can be 
realized by monitoring the radiation levels encountered by using radiation dosimeters and 
survey meters. The monitoring instruments should have a known level of accuracy and 
precision to avoid wrong dose or dose rate readings that could lead to overexposure. For this 
reason, it is a requirement for these instruments to be periodically calibrated to ensure that they 
are working properly and suitable for radiation monitoring purposes. The objective of this 
research is to demonstrate the importance of calibration of monitoring instruments using 
Caesium-137 gamma calibration system and compare the developed reference standards with 
existing standards. 

METHODS 

The kair rate was deduced by applying the correction factor for pressure and temperature (KP,T) 
and the calibration factor for the whole system (Nk) as in the following equation: 

 𝑲𝑲𝒂𝒂𝒂𝒂𝒇𝒇 = 𝑸𝑸.𝐊𝐊𝑷𝑷,𝑻𝑻.𝑵𝑵𝑲𝑲  
where 

 𝑲𝑲𝑷𝑷,𝑻𝑻 = 𝑷𝑷𝑸𝑸.𝑻𝑻 𝑷𝑷.𝑻𝑻𝑸𝑸⁄   

The calibration factor (C.F) was then obtained by: 

 𝑪𝑪.𝑭𝑭 = 𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒓𝒓𝒓𝒓𝒇𝒇 𝒇𝒇𝒇𝒇𝒂𝒂𝒓𝒓𝒂𝒂𝒓𝒓𝒓𝒓
𝒐𝒐𝒐𝒐𝒐𝒐𝒇𝒇𝒇𝒇𝒐𝒐𝒇𝒇𝒓𝒓 𝒐𝒐𝒂𝒂𝒗𝒗𝒗𝒗𝒇𝒇  

 

RESULTS 

Beam profile and homogeneity: 

The ionization chamber was connected to PTW UNIDOS electrometer which was used to scan 
the beam horizontally in steps of 2.5 to 5 cm at Source-Chamber Distance (SCD) of 50, 
100,115, 141,200, 300, 400 and 500 cm. The charge measurement at each point was taken after 
60 seconds at Integration Current Mode of the electrometer after which a plot was made of the 
relative charge (Q) against the horizontal distance for different SCDs. 



Contribution ID: 31  Type: Poster 
 

287 
 

 

CONCLUSIONS 

The beam width increased with increase in SCD while the charge decreased with increase in 
SCD following the inverse square law. 

The shoulders of the beam were not well defined because the ionization chamber used was 
larger in diameter (140mm).  

There were shifts in the position central beam axis (CBA) at each SCD which could have been 
caused by the misalignment of the laser and inaccurate positioning of the horizontal plane ruler. 
The misalignment of wall laser was noted during the experiment. Therefore, the wall laser 
divergence was determined and included in the uncertainty budget.  

An ionization chamber with a smaller diameter is recommended for a well-defined beam 
profile. 
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BACKGROUND 

Health protection has been recognized as the most important goal and obligation of ionising 
radiation metrology. Dissemination of standards obtained with improved measurement 
capability to medical institutions certainly leads to better health protection. This requirement 
is important in diagnostic and interventional radiology, owing the fact that these procedures 
are the largest contributing factor to the population dose form man-made sources of radiation. 
In addition, the International Basic Safety Standards stress the importance of accurate 
dosimetry and require calibration of all measuring equipment related to application of ionising 
radiation in medicine. 

For more than 4 decades, Secondary Standard Dosimetry Laboratory (SSDL) of Vinca Institute 
of Nuclear Sciences, a member of IAEA/WHO network of SSDLs, provides calibrations of 
dosimeters in radiotherapy, radiation protection and partially in the field of diagnostic 
radiology. Since 2014, SSDL is formally recognized by national metrology institution as a part 
of the national metrology infrastructure, with status of a Designated Institute (DI) for metrology 
of ionising radiation. Laboratory is accredited according to the standard ISO/IEC 17025.  The 
service of the Laboratory was significantly improved through the IAEA Technical Cooperation 
project SRB/6/012 (2016-2017). The goal of the project was achieved through: a) improved 
accuracy in dosimetry for x-ray beam qualities and newly developed calibration service for 
diagnostic radiology and low energy x-rays; b) improved reliability of ionizing radiation 
measurements in radiotherapy, including dosimetry audits.  The objective of this work is to 
present conditions used for the establishment of the radiation beam qualities and calibration 
procedures in the field of diagnostic radiology. 

METHODS 

Requirements for calibration facilities, in particular for the SSDL are given in terms of 
necessary equipment for generation of beam qualities, dosimetry and auxiliary equipment 
necessary for operation of SSDL. All equipment used for calibration in SSDL is of a reference 
class and includes: ionization chambers, electrometers, thermometers, barometers and a device 
to measure the relative humidity of air [1].  Radiation beam quality is the indication of photon 
fluence spectrum. In practice, it is determined by the tube voltage, first and second half-vale 
layer (HVL) and total filtration [1,2]. Required radiation qualities were established in 
accordance with recommendations given in the standards of International Electrotechnical 
Commission (IEC) according to the procedure described in IAEA TRS 457 [1.2].  For 
generating X ray beams, a dedicated X ray unit Hopewell Design 225 kV was used, whereas a 
ion chamber Exradin A3 (Standard Imaging, USA) with electrometer Unidos (PTW, Freiburg 
Germany) was used as a dosimetry standard. 
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RESULTS 

The qualities used for the calibration of dosimeters for different applications are shown in the 
Table 1. 

Table 1.  Radiation beam qualities with first and second HVLs 

Radiation 
beam quality 

Tube voltage 
(kV) 

First HVL 
(mm) 

Second HVL 
(mm) 

First HVL in 
TSR 457 (mmAl) 

RQR2 40 1.42 Al 1.75 Al 1.42 
RQR3 50 1.78 Al 2.34 Al 1.78 
RQR4 60 2.19 Al 3.22 Al 2.19 
RQR5 70 2.58 Al 3.85 Al 2.58 
RQR6 80 3.01 Al 4.36 Al 3.01 
RQR7 90 3.48 Al 5.19 Al 3.48 
RQR8 100 3.97 Al 5.92 Al 3.97 
RQR9 120 5.00 Al 7.46 Al 5.00 
RQR10 150 6.57 Al 9.12 Al 6.57 
RQT8 100 0.32 Cu 0.49 Cu 6.9 
RQT9 120 0.47 Cu 0.701Cu 8.4 
RQT10 150 0.68 Cu 1.12 Cu 10.1 
W+Al28 28 0.31 Al - 0.31 (RQR-M 2) 

 

The general principles for the calibration of dosimeters used in diagnostic and interventional 
radiology described in the IAEA TRS 457 are followed in the laboratory’s calibration 
procedures [1]. The SSDL provides a calibration coefficient in terms of air kerma or air kerma-
length product or air kerma-area product. The uncertainty budget was updated, following 
laboratory upgrade. The uncertainty for diagnostic radiology calibrations is reduced 2.2 % to 
1.6 % for diagnostic radiology. 

CONCLUSIONS 

Newly commissioned x ray unit, equipped with monitor chamber, dosimetry and auxiliary 
equipment enabled extension of the calibration services to mammography dosemeters and 
improved service for other diagnostic radiology dosemeters. Importantly, the new set up 
significantly improved overall accuracy measurements. 
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BACKGROUND 

This study involved the measurement of high energy photon beams output from high energy 
linear accelerator to ensure Quality Assurance (QA) by INMOL. The dosimetric research study 
enabled us to use combinations of ionization chambers and electrometers to measure the 
absolute output of various high energy beams i.e., 6MV and 15MV photon beams using the 
TRS 398 absorbed dose-to-water dosimetry [1-2]. 

METHODS 

Absorbed dose to water was determined with SSDL dosimetry system using 6MV and 15MV 
energy beams and measurements parameters at field size of (10x10) cm2, 100cm source to 
water phantom surface distance (SSD), while 10cm and 110cm source to ionization chamber 
distances (SCD) for respective radiation energy beams. IAEA water phantom of (30x30x30) 
cm3 dimension having (10x10) cm2 window with 3mm thick Perspex sheet and Perspex inserter 
of 2mm thick at wall position of thimble of farmer ionization calibrated chambers was used. 
Depth in water was 5cm and 10cm at respective high energy beam output real time 
measurement. Ionization chambers were being aligned by using cross laser beams fixation on 
front walls, cross wires of beam collimator and scale lighted on phantom surface. 

RESULTS 

This study demonstrated overall consistency in beam output measurement of dosimetric results 
for megavoltage photons beam. During these beam calibrations, there was not even a single 
beam lied outside the intercomparison tolerance level of ±2% [2]. Mean ratios were measured 
to calculate accelerator output which was in the range from 0. 999 to 1.003 (1 SD) with 
deviation (%) was from 0.05% to 1.00%. Ratio of measured accelerator output to locally 
established output are as: 0.98, 1.02; action: within tolerance, within range 0.97, 0.98 or 1.02, 
1.03; action: with measurement repeated once and outside tolerance range 0.97, 1.03; action: 
investigated until resolved. For 6MV, (with field 10×10 cm, STD 100cm and depth 10cm), the 
calculated MU was 124.6, irradiated MU was 125 and calculated dose [A] was 1.003 (Gy), 
whereas, for 15MV, with same field, STD and depth) calculated MU was 108.1, irradiated MU 
was 108 and calculated dose [A] was 0.999Gy. For 6MV, measured dose by glass dosimeter 
[B] was 1.007 Gy with deviation +0.3% ([C]: (1 – A/B) x 100 %), whereas, for 15MV, 
measured dose by glass dosimeter [B] was 0.996 Gy with deviation -0.4% ([C]: (1– A/B) x 
100%). The uncertainty in dose measured by glass dosimeter measurement of dose is about 
1.6% (1 SD). Table 1 presents absorbed dose rate measurements at 5cm,10cm depth in water 
at SSD100cm. 
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Table 1. Absorbed dose rates (ADR) measurements 
 

ADR measured at 5cm depth in water at SSD = 100cm 
Horizontal Beam 6MW, SSD=100 cm, Water-Depth =10cm, SCD=110cm, TRP20/10 =0.68 

Field Size (cm2) ADR (cGy/MU) by SSDL ADR (cGy/MU) by INMOL % Deviation 
5 x 5 79.84 90.49 0.5 

10 x 10 86.67 87.46 0.9 
15 x 15 90.39 90.17 0.7 
5 x 5 70.42 71.16 0.7 

10 x 10 76.66 77.48 1.0 
15 x 15 80.33 80.81 0.9 

ADR measured at 10cm depth in water at SSD = 100cm 
Horizontal Beam 15MW, SSD=100 cm, Water Depth=10cm, SCD=110cm, TRP20/10 =0.77 

Field Size (cm2) ADR (mGy/300MU) by SSDL ADR (mGy/300MU) by Physicist % Deviation 
5 x 5 1831.5 1811.1 -1.11 

10 x 10 2059.1 2016.8 -2.05 
15 x 15 2189.0 2137.8 -2.34 
5 x 5 3608.7 3531.2 -2.15 

10 x 10 3938.3 3851.2 -2.21 
20 x 20 4108.4 4011.8 -2.35 
 

CONCLUSIONS 

Study established a methodology protocol for subsequent ongoing routine radiotherapy 
dosimetry audits and set baseline of results and produced a set of reference data. The 
intercomparison enhanced the investigation level for the identification of different possible 
sources of errors and provided a basis for precise clinical delivery of higher energy radiation 
beams for radiotherapy treatment [3]. 
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BACKGROUND 

The Secondary Standard Dosimetry Laboratory (SSDL) of Algiers was established in 1989 and 
is a member of IAEA/WHO SSDL network since 1990. He is in charge for calibration in 
radiotherapy and radiation protection. For more than two decades he assured the calibration of 
instruments used in radiotherapy using a Cobalt-60 source (ELDORADO 78 unit), and 
calibration of instruments for radiation protection purposes using Cesium-237 and Cobalt-60 
sources (BUCHLER irradiator). 

The SSDL of Algiers has already established X-ray qualities recommended by the ISO-
4037_Part 1 [1] standard for the calibration of instrument used in radiation protection, namely 
the Narrow spectra series [2]. 

The SSDL of Algiers decided to extend its capability to encompass the calibration of 
instruments used in the field of conventional diagnostic radiology, by developing the 
recommended X-ray qualities by the IEC-61267 [3] and TRS-457 [4] standards. 

METHODS 

To develop the RQR X-ray qualities we have used an X-ray generator (PHILIPS MG-320), a 
dosimetry system (A3 Spherical ionization chamber associated to an UNIDOS electrometer), 
a monitor chamber (PTW Type 34014) and high purity Aluminum filters. 

The RQR X-ray qualities were developed following the procedure described in IEC-61267 
Standard, by determining the needed added filtration to obtain a Half Value Layer (HVL) in 
Aluminum equivalent with that specified in IEC-61267 Standard. This was done by trial and 
error method and by studying the variation of HVL versus the added filtration for each RQR 
quality. The setup used for HVL measurement is given in Figure 1. 

 

 

Figure 1.  Setup for RQR X-ray qualities HVL measurement. 



Contribution ID: 94  Type: Poster 
 

293 
 

RESULTS 

Characteristics of developed RQR qualities are summarized in Table 1, together with 
characteristics of reference X-ray qualities defined in IEC-61267 or TRS-457. 

Table 1.  Characteristics of RQR qualities developed at SSDL Algiers. 

RQR 
Quality 

kV Added 
filter 

(mmAl) 

HVL 
SSDL 

(mmAl) 

HVL IEC 
(mmAl) 

Std. 
Dev.* 

(%) 

HVLSSD 
HVLIEC 

RQR2 40 2.70 1.44±0.04 1.42 1.61 1.014 
RQR3 50 2.55 1.75±0.04 1.78 -1.79 0.978 
RQR4 60 2.70 2.12±0.05 2.19 -3.20 0.968 
RQR5 70 2.80 2.55±0.06 2.58 -1.01 0.988 
RQR6 80 3.00 2.99±0.07 3.01 -0.75 0.993 
RQR7 90 3.15 3.43±0.09 3.48 -1.33 0.986 
RQR8 100 3.30 3.90±0.10 3.97 -1.83 0.982 
RQR9 120 3.65 4.96±0.12 5.00 -0.80 0.992 
RQR10 150 4.30 6.54±0.16 6.57 -0.39 0.995 

*: Std. Dev. (%) = 100*(HVLSSDL-HVLIEC)/HVLIEC 

The measured HVLs for each developed X-ray quality are in good agreement with the reference 
values of IEC-61267 [3] and TRS-457 [4]. Indeed, from Table 1, we can see that the maximum 
deviation on HVL (3.20%) is less than 5%.  All developed qualities at our SSDL meet the 
alternative criterion: 

 

CONCLUSIONS 

In this work, we have developed some reference X-ray spectra recommended by the IEC-61267 
standard, namely the RQR series. The obtained RQR Qualities are in good agreement with 
reference beams and are ready to be used for calibration of instruments used in conventional 
radiology. 
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BACKGROUND 

The SSDL of the Ionizing Radiation Metrology Department of ININ, since 1970, belongs to 
the IAEA and WHO (World Health Organization) networks of secondary laboratories, whose 
objective is to improve the accuracy in radiation dosimetry, trough: calibration services and 
quality control support for dosimetric evaluation at the hospital. 

In Mexico, uterine cervical cancer is one of the important causes of death in women´s. This 
neoplasm is usually treated with surgery and/or high and low dose rate brachytherapy (BT), 
with 192Ir sources and sets of 137Cs sources, respectively. However, to achieve success in tumor 
control using external beam radiotherapy (RT) and/or brachytherapy (BT), the restrictions on 
accuracy and precision are that the absorbed dose given to the tumor volume has an expanded 
uncertainty 𝑈𝑈(𝑘𝑘 = 2) ≤ 5%  for RT and 𝑈𝑈(𝑘𝑘 = 2) ≤ 10% for BT. In particular, we are given 
a semblance of several activities on reference dosimetry and comparisons in brachytherapy 
developed by the SSDL since 2005 until today, to set up the CMC for �̇�𝐾𝑅𝑅in LDR  137Cs and 
HDR 192Ir for Well Chambers. 

METHODS 

The determination of  K̇R, according NPL code of practice, it is realized by: 

 �̇�𝐾𝑅𝑅 = 𝑁𝑁𝐾𝐾𝑅𝑅 ∙ (𝑄𝑄 𝑡𝑡⁄ ) ∙ 𝑘𝑘𝑓𝑓𝑐𝑐 ∙ 𝑘𝑘𝑇𝑇,𝑇𝑇 ∙ 𝑘𝑘𝑝𝑝𝑝𝑝𝑐𝑐 ∙ 𝑘𝑘𝑄𝑄𝑓𝑓𝑐𝑐 ∙ 𝑘𝑘𝑔𝑔 ∙ 𝑘𝑘𝑑𝑑𝑓𝑓𝑐𝑐 (1) 

Where the meaning of each term is given in [1]. Therefore, the calibration coefficient for a well 
chamber is: 

 𝑁𝑁�̇�𝐾𝑅𝑅 = �̇�𝐾𝑅𝑅
(𝑄𝑄 𝑡𝑡)⁄ ∙𝑆𝑆𝑟𝑟𝑐𝑐∙𝑆𝑆𝑃𝑃𝑃𝑃∙𝑆𝑆𝑟𝑟𝑟𝑟𝑐𝑐∙𝑆𝑆𝑑𝑑𝑟𝑟𝑐𝑐

 (2) 

RESULTS 

The SSDL-ININ has two secondary standard chambers for the realization of �̇�𝐾𝑅𝑅: the SI, HDR 
1000 PLUS serial A963391 and A941755, the first calibrated at the NPL with a combined 
uncertainty 𝑢𝑢𝑐𝑐 of 0.40% in HDR 192Ir and the traceability for LDR 137Cs is given by the NIST 
through UW. Additionally, the QMS for this and other CMC was approved on September 2018 
under the SIM-QSTF, and we are in process of the interregional RMO for the publication of 
these CMC’s on the KCDB. The results obtained for the bilateral comparison ININ-CPHR are 
given in table 1 [2, 3]. Also, the SSDL-ININ had realized activities for the quality control in 
brachytherapy for the verification of the calibration of the sources and delivered dose in terms 
of DW, requesting to the RT center for a reference dose of 2 Gy, with the use of TLD technique. 
Similar to external beam photons verification, [4, 5]. 
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Table 1. Summary of the results of the bilateral comparison ININ CPHR for �̇�𝑲𝑲𝑲 to 192Ir and 
137Cs 

Well 
Chamber 

𝑵𝑵�̇�𝑲𝑲𝑲
 105/Gy.A-1h-1±𝑼𝑼%(𝒌𝒌 = 𝟐𝟐) �̇�𝑲𝑲𝑲/mGy h-1 ±𝑼𝑼%(𝒌𝒌 = 𝟐𝟐) Δ% 𝑲𝑲𝑰𝑰𝑵𝑵𝑰𝑰𝑵𝑵/𝑪𝑪𝑷𝑷𝑪𝑪𝑲𝑲 ± 𝒗𝒗𝒓𝒓 

𝑬𝑬𝒓𝒓 
ININ CPHR ININ (NPL) CPHR (PTB) 

A002423 4.645±1.25 4.701±2.60 24.256±1.20 24.537±2.58 -1.19 0.988±0.008 0.440 
A941755 5.041±1.25 5.099±2.60 24.256±1.20 24.537±2.58 -1.14 0.989±0.009 0.393 
A973052 4.627±1.25 4.679±2.60 24.256±1.20 24.537±2.58 -1.11 0.989±0.008 0.384 

  
 

   

Well 
Chamber 

𝑵𝑵𝑲𝑲𝑲𝑲 ± 𝑼𝑼%(𝒌𝒌 = 𝟐𝟐) / GyA-1 h-1 
x 105 

�̇�𝑲𝑲𝑲 ± 𝑼𝑼%(𝑲𝑲 = 𝟐𝟐)/ mGy h-

1CDSM4/EB711 2016 08 15 
 

∆% 

 
𝑇𝑇𝐼𝐼𝑁𝑁𝐼𝐼𝑁𝑁/𝐶𝐶𝑇𝑇𝐶𝐶𝑅𝑅  
± 𝒗𝒗𝒓𝒓 

 

𝑬𝑬𝒓𝒓 
ININ CPHR 

ININ 
(UW/NIST) 

CPHR 
(IAEA/PTB) 

A002423 5.084±2.48 5.079±2.56 96.14±2.36 96.05±2.44 -0.10 1.0010±0.0338 -0.028 

A963391 5.015±2.47 5.012±2.59 96.14±2.36 96.05±2.44 -0.06 1.0006±0.0338 0.017 

PTW 154 10.44±2.49 10.45±2.48 96.14±2.36 96.05±2.44 0.10 0.9990±0.0338 0.027 

 

CONCLUSIONS 

The SSLD-ININ has demonstrated its technical competence in the measurement and calibration 
of sources and well chambers in terms of K̇R for the 137Cs and 192Ir. However, it was found the 
application of the air density correction 𝑘𝑘𝑇𝑇,𝑇𝑇 fails due to the nonequivalence to air of the well 
chamber walls, [2]. 
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BACKGROUND 

Mammography is an X-ray radiology of the breasts. It aims to detect abnormalities, sometimes 
signs of breast cancer, even before they have caused clinical symptoms. In order to obtain better 
diagnostics, several pictures of the breasts are taken from different angles. Although the 
limitation principle does not apply to doses received by patients, the other principle of radiation 
protection, namely optimization, remains applicable. In order to be able to correctly estimate 
the doses received by patients undergoing a mammography examination, it is necessary to 
follow an adequate dosimetric protocol, and to use calibrated dosimeters from recognized 
calibration laboratories. 

The SSDL of Algiers has already established X-ray qualities recommended by the ISO-
4037_Part 1[1] standard for the calibration of instrument used in radiation protection, namely 
the Narrow spectra series [2], and X-ray qualities recommended by the IEC-61267[3] and TRS-
457[4] standards for the calibration of instruments used in the field of conventional diagnostic 
radiology. 

In this work, we will develop at SSDL Algiers, X-ray qualities (denoted by WAV and WAH 
series) were developed at the German Primary Laboratory (PTB). These X-ray qualities are 
produced by an X-ray tube with Tungsten anode and Aluminum filtration. 

METHODS 

The WAV X-ray qualities were developed by determining the needed added filtration to obtain 
a Half Value Layer (HVL) in Aluminum equivalent with that specified in [5]. This was done 
by trial and error method and by studying the variation of HVL versus the added filtration for 
each WAV quality. The setup used for HVL measurement is given in Figure 1. 

 
Figure 1.  Setup for WAV and X-ray qualities HVL measurement. 
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The same method and setup was used to develop the WAH X-ray series. 

RESULTS 

Characteristics of developed WAV X-ray qualities are summarized in Table 1, together with 
characteristics of reference X-ray qualities defined in [5]. 

Table 1.  Characteristics of WAV qualities developed at SSDL Algiers. 

X-ray 
Quality 

kV Added 
filter 

(mmAl) 

HVL 
SSDL 

(mmAl) 

HVL PTB 
(mmAl) 

 

Std. 
Dev.* 
(%) 

WAV20 20 0.55 0.254 0.26 -2.31 
WAV25 25 0.55 0.352 0.35 0.57 
WAV28 28 0.55 0.399 0.40 -0.25 
WAV30 30 0.55 0.422 0.43 -1.86 
WAV35 35 0.55 0.510 0.51 0.00 
WAV40 40 0.55 0.574 0.58 -1.03 
WAV50 50 0.55 0.70 0.70 -1.29 

*: Std. Dev. (%) = 100*(HVLSSDL-HVLPTB)/HVLPTB 

The measured HVLs for each developed X-ray quality are in in good agreement with the 
reference values. The maximum difference between HVL of the reproduced and reference 
series does not exceed 2.31% for the WAV series (results for WAH series are not reported in 
this synopsis, but maximum difference between HVL of the reproduced and reference series 
does not exceed 1.9%). 

CONCLUSIONS 

In this work, we have developed some reference X-ray spectra (WAV and WAH PTB X-ray 
qualities). The obtained X-ray Qualities are in good agreement with reference beams and are 
ready to be used for the calibration of instruments used in mammography. 
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BACKGROUND 

Safe use of radiation sources requires use of appropriate radiation detectors and dosemeters. 
Dosimetry equipment needs to be calibrated in order to obtain accurate radiation dose 
measurements. Calibrations are performed in standards laboratories, which use primary, 
secondary or reference standards traceable to International System of Units [1, 2]. Secondary 
standards used for calibrations must be stable between two calibrations, and the stability checks 
are performed within this period. Requirements for reference class dosemeters, as set by IAEA 
TRS 457, are for the stability of chamber response to be within ±0.5 %, and for secondary 
standards to be within ±0.3 %. Monitor chambers can be used as reference instruments if they 
fulfill the same requirements that are set for the reference chambers [3]. 

METHODS 

Stability checks are performed routinely in Vinca Institute of Nuclear Sciences (VINS) 
Secondary Standards Dosimetry Laboratory (SSDL) at least once quarterly for each ionization 
chamber. Stability checks for new chambers, as well as the chambers that had a malfunction or 
repair, are performed in shorter intervals, until a confidence in chamber performance can be 
achieved. 

Recently, new equipment was obtained, including an X-ray generator Hopewell Designs X80-
225 kV-E. The superior short and long term stability of the new X-ray generator allowed using 
a simplified procedure for stability checks. According to the new procedure, chambers are 
positioned at 1 m in the reference RQT9 beam quality and 10 measurements are performed 
without using monitor chamber. Suitability of using monitor chamber as a reference instrument 
is also evaluated by performing stability checks. In this case, stability checks are performed by 
periodical comparisons with a secondary standard. 

RESULTS 

Results of the stability checks for two secondary standards (Exradin A3), a tertiary standard 
(Exradin A650) and a monitor chamber (PTW 34014) are shown in Figure 1. 
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Figure 1. 

Stability checks of Exradin A3 chambers have shown that 7 out of 8 measurements are within 
± 0.3 % of the average value. Result of one stability check for each chamber does not meet the 
condition for the secondary standard and is approximately 0.4 % removed from the average 
value. However, repeated stability checks in both cases are within the requirements. A possible 
reason for increased deviation in these cases is chamber positioning. Positioning uncertainty is 
estimated at ± 1 mm, which can influence the stability check result by as much as 0.2 %, due 
to the fact that the dose rate decreases approximately with the square of the distance. 
Stability checks for Exradin Magna A650 chamber have shown that this chamber is not within 
the requirements set by IAEA TRS 457 [3]. Stability checks results deviate by as much as 1 % 
from the average value, which cannot be explained by chamber positioning. Further 
investigation is needed, to exclude possible influence of connector cables and human error. 
Monitor chamber stability tests have shown that it meets the requirement of response stability 
within ±0.5 %. The performance is also within the requirements for calibration of radiation 
protection equipment – ±0.5 % [4, 5]. 
CONCLUSIONS 
Stability checks in VINS SSDL have shown that two secondary standards and monitor chamber 
meet the requirements for reference class dosemeters used for calibrations in diagnostic 
radiology. One chamber used as tertiary standard does not meet the requirements, and 
additional tests are warranted. 
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BACKGROUND 

Radiation dosimetry is an integral part of the radiation therapy process. The ultimate goal of 
radiation dosimetry is to determine the dose delivered to the tumour and to the normal tissues 
in a patient undergoing radiotherapy. The importance of HDR 192Ir brachytherapy as the main 
mode of treatment calls for an accurate dosimetry standard. A dosimetry standard for the direct 
measurement of absolute dose to water in 192Ir sources is not available. 

In this work, we proposed an absorbed dose conversion by determination of a beam quality 
factor (kQ) with an ionization chamber. Ideally, the kQ should be measured directly for each 
chamber at the same quality as the user beam. However, this is not achievable in most standards 
laboratories. When no experimental data are available, or it is difficult to measure kQ directly 
to realistic beams, in many cases the correction factors can be calculated theoretically with 
Monte Carlo method. 

METHODS 

In this study a dosimetric evaluation of GammaMed HDR Plus sources manufactured by 
Mallindkrodt was done. The calculations were performed according the information provided 
by MDS Nordion Haan GmbH. The core is encapsulated in a stainless steel wire (AISI 316L). 
The extension of the proximal end of the wire was modeled as a 60 mm long stainless steel 
cylinder (AISI 304) with an effective density of ρ=5.6 g/cm3 [1]. To obtain the air-kerma and 
absorbed dose for the 192Ir source, bare iridium source file was used as spectra for simulation. 
192Ir radionuclide was considered to be uniformly distributed in the active core of length L=3.5 
mm. To obtain the dose and kerma, one code in the EGSnrc package was used: cavity. For this 
estimation, the 192Ir source was located in the center of a 2.5x2.5x2.5 m3 air cube. The air-
kerma was scored to 0.25 cm up to 100 cm on the transverse axis in a cylindrical ring cell. In 
addition, 109 photon histories were required to obtain an uncertainty below 0.5%. The dose rate 
constant Λ was calculated by extrapolation technique. The air kerma per history in this study 
was calculated in air on the transversal axis at 100 cm from the source, as previously described. 

The PTW Farmer ionization chamber type 30013 was used in this work and the geometry was 
constructed in according with the manufacturer specifications. A 60Co spectrum published by 
Mora et al. [2] was employed and a standard 60Co calibration setup was simulated. In this way, 
an ionization chamber was positioned in the 30x30x30 cm3 water phantom at 5 cm with 80 cm 
of source surface distance. The reference field was 10x10 cm2. In this work the ratio of 
absorbed water dose and the air cavity dose was obtain to egs_chamber by using the variance 
reduction techniques. The ratio between the two absorbed doses could be compared follow the 
dosimetry TRS-398 [3] protocol descriptions. Another calculation was done with the ionization 
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chamber and the 192Ir GammaMed Plus at 2 cm to calculate [Dw/Dair]192Ir that is the factor 
corresponding to the ratio dose scored in water, Dw, and the dose scored inside the chamber’s 
collecting volume at the same point with water effectively replaced with the chamber, Dair. 

RESULTS 

A value of 1.109±0.003 for the dose to the chamber to dose to water ratio was determined for 
PTW 30013 ionization chamber. The uncertainty quoted is only of type A (1 standard 
deviation). In order to compare our calculation results to published data, from the Technical 
Report Series no. 398 (TRS-398), one could find a similar relation as equation 1 with slightly 
different notations than those used by the AAPM Task Group. The beam quality correction 
factor, kQ, was obtained at 2 cm for PTW 30013 using the modeled 192Ir source was 
1.002±0.004. 

CONCLUSIONS 

The accuracy of source modeling was confirmed by comparing calculated results for the radial 
dose function with previous Monte Carlo data. The dose rate constant is consistent with the 
results of Ballester et al. [1] and Taylor&Rogers [4]. The ionization chamber PTW 30013 was 
modeled in detail according to the manufacture’s specification. It was also possible to 
determine the ratio of the value of the absorbed dose in the cavity in relation to the dose in 
water to a depth with a good agreement with the TRS-398. 

REFERENCES 

[1] BALLESTER et al. Monte-Carlo dosimetry of HDR 12i and Plus 192IR sources. Med. 
Phys. 2001; 28:2586-2591. 

[2] MORA et al. Monte Carlo simulation of a typical 60Co therapy source. Med. Phys. 
1999; 36:2494-2502. 

[3] IAEA, 2001. Absorbed Dose Determination in External Beam Radiotherapy: An 
International Code of Practice for Dosimetry Based on Standards of Absorbed Dose to 
Water, Volume 398 of Technical Report Series IAEA, Vienna. 

[4] TAYLOR REP; ROGERS, DWO. An EGSnrc Monte Carlo-calculate database of TG-
43 parameters. Med. Phys. 2008; 35:4228-4241. 
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BACKGROUND 

In 2002, in the context of the Mutual Recognition Agreement CIPM-MRA, the Instituto 
Nacional de Investigaciones Nucleares ININ, (through the SSDL of the Ionizing Radiation 
Metrology Department ME) is appointed as institute designated DI by the National Center of 
Metrology CENAM (The NMI of Mexico), to develop and maintain national standards in the 
area of ionizing radiation metrology in the country. 

METHODS 

The SSDL ININ indicates the need to develop and maintain your CMCs for calibration services 
in external beam radiotherapy and brachytherapy of high and low dose rate, in addition to 
implementing the ICRU operational quantities system for compliance with national regulations 
and international recommendations; finally also develop the CMCs for support the diagnostic 
radiology measurements in the country. 

RESULTS 

Initially, the QMS is established for 12 CMCs of dosimetry based on the ISO/IEC 17025: 2005, 
[1], and its approval is achieved in 2007. However, it is not reapproved until 2013 with only 6 
CMCs, which is one reduction of 6 CMCs due to lack of comparisons. On the other hand, in 
this same year it has achieved the approval of 45 radioactivity CMCs. 

In the month of September 2018, the SSDL-QMS that supports the CMCs is re-approved by 
the QSTF-SIM, with a total of 14 CMCs in Dosimetry and 45 radioactivity CMCs, which 6 
dosimetry CMCs and 45 for radioactivity has been published at KCDB in 2016 and 2014 
respectively, where we are in the process of publishing 4 CMC in dosimetry. 

CONCLUSIONS 

The demonstration of the competence of SSDL-ININ is achieved through key, supplementary, 
and bilateral comparisons; where the establishment of a QMS to support  our CMC under the 
ISO 17025: 2005, for their publication at KCDB of the BIPM. 
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Table 1 Shows the 10 dosimetry CMCs of the SSDL-ININ-Mexico: 6 published on 2016 and 4 
in process of publication on 2018 at KCDB. 

N Quantity Minimum 
value 

Maximu
m value 

Units Energy 𝑼𝑼% 
(𝒌𝒌 = 𝟐𝟐) 

Source of 
traceability 

1 �̇�𝐾𝑐𝑐 1.5E-03 3.1E-03 Gy s-1 Co-60 1.0 ININ 

2 �̇�𝐷𝑤𝑤 1.5E-03 3.1E-03 Gy s-1 Co-60 2.5 BIPM 

3 �̇�𝐾𝑐𝑐 1.4E-05 3.6E-04 Gy s-1 Cs-137 1.2 ININ 

4 �̇�𝐾𝑐𝑐 9.2E-04 1.4E-03 Gy s-1 
X-ray, 100 
kV to 250 

kV 
2.6 NIST 

5 �̇�𝐻∗(10) 1.7E-05 4.3E-04 Sv s-1 Cs-137 5.0 ININ 

6 𝐻𝐻𝑝𝑝(10) 1.0E-03 1.0E-01 Sv Cs-137 5.0 ININ 

7 �̇�𝐾𝑅𝑅 1.0E-02 6.0E-02 Gy h-1 Ir-192 1.5 NPL 

8 �̇�𝐾𝑅𝑅 3.0E-05 3.0E-04 Gy h-1 Cs-137 2.5 NIST 

9 �̇�𝐻′(10) 1.6E-05 4.1E-04 Sv s-1 Beta 
radiation 5.0 ININ 

10 𝐻𝐻𝑝𝑝(0.07) 1.0E-03 3.0E-01 Sv Beta 
radiation 10.0 ININ 

 

REFERENCES 

[1] INTERNATIONAL ORGANIZATION FOR STANDARDIZATION, General 
Requirements for the Competence of Testing and Calibration Laboratories, ISO/IEC 
17025, ISO, Geneva (2005). 
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BACKGROUND 

In order to calibrate a neutron measurement device, methods described in the ISO 8259-2 
standard [1] implies the geometry correction applied to the device reading. However, regarding 
the non-spherical device (i.e. rectangular devices), the ISO 8529-2 gives only a guidance that 
the distance should be greater than twice the diameter of the device. In this work, the geometry 
correction factors for rectangular devices were simulated by the MCNP6 code [2]. The Ludlum 
41-42L neutron device was then calibrated using these calculated geometry correction factors. 

METHODS 

Consider a cylindrical device irradiated by an isotropic point source (fig. 1.a) and a planar 
rectangular source (fig. 1.b). 

 
Figure 1.  Rectangular neutron device irradiated by different geometrical sources. 

The model of rectangular neutron devices consists of a 4 x 4 mm cylindrical 6LiI(Eu) 
scintillator crystal placed at the center of the rectangular polyethylene moderator (density of 
0.95 g/cm3). The material composition of the scintillator crystal is assumed to be 4.43% 6Li, 
0.21% 7Li and 95.45% 127I, with mass density of 3.84 g/cm3. 29 rectangular moderators of 
different length, width and height were used in simulation. 

The neutron spectrum of the 241Am-Be source was taken from ISO 8529-1 [3]. The ENDF/B-
VII.1 nuclear data files packaged with MCNP6.1 were used. The new S(α; β) thermal  cattering 
data of hydrogen in polyethylene (poly.20t) were used to take into account the  chemical 
binding and crystalline effects on thermal neutron scattering at room temperatures.  

Geometry correction factor was evaluated by the ratio of the response functions of parallel 
beam to one of divergent beam. The response function could be calculated by the number of 
reaction (n,α) in the 6LiI(Eu) scintillator crystal. 
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RESULTS 

As expected, the geometry correction factors decreases with increasing source-detector’s center 
distance 𝑙𝑙, as well as toward the value 1 when the distance is much larger than the size of the 
device. For each detector, the geometry correction factors have a maximum value when the 
detector was close to the source. However, these maximum values vary from 1.0995 to 2.1960. 

The Ludlum 41-42L neutron device was calibrated using 3 methods recommended by ISO 
8529-2. The results were presented in Table 1. 

Table 1. Correction factors of the Ludlum 41-42L 

 Generalized fit 
method 

Semi-empirical 
method 

Reduced-fitting 
method 

Correction factor 1.09 ± 0.03 1.11 ± 0.03 1.06 ± 0.02 
 

CONCLUSIONS 

In this work, the geometry correction factor of rectangular neutron devices in 241Am - Be neutron field was 
simulated using MCNP6 code. The simulated results were also used to calibrate the Ludlum 41-42L neutron 
devices. It is suggested that the reduced-fitting method can be the method of choice to calibrate 
the neutron devices. 

REFERENCES 

[1] ISO 8529-2, Reference neutron radiations – Part 2: Calibration fundamentals of 
radiation protection devices related to the basic quantities characterizing the radiation 
filed (2000) 

[2] T. GOORLEY et. al, Initial MCNP6 release overview – MCNP version 1.0, LA-UR-
13-22934 (2013). 

[3] ISO 8529-1, Reference neutron radiations – Part 1: Characteristics and methods of 
production (2000). 
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BACKGROUND 

Increasing demand on calibrations of neutron personal dose meters and to test the neutron 
sensitivity of photon personal dose meters has been noticed at STUK. Up to now, Radiation 
Metrology Laboratory of STUK (SSDL) have had calibration capability for ambient dose 
equivalent (H*(10)) by non-moderated 252Cf and 241AmBe neutrons. Therefore, this study was 
started to characterize neutron fields produced by STUK calibration neutron sources with 
measurements and simulations in order to investigate if the STUK facility is suitable for Hp(10) 
personal neutron dosimeter calibrations. Evaluation is to be made in respect to international 
standards and the achieved uncertainty of the calibrations. 

METHODS 

Neutron field characteristics measurements were performed using non-moderated 252Cf and 
241AmBe neutron sources. The room return was investigated applying a shadow cone method 
described in ISO 8529-2 standard [1], using a secondary standard Berthold LB 6411 traceable 
to PTB, Germany. For each measurement point, two measurements were made. First, 
measurement of total ambient dose equivalent rate produced by primary and scattered neutrons. 
Second, measurements behind a shadow cone having only contribution of scattered neutrons. 
Repeated measurements were made in cps mode in order to get the reliable value of the count 
rate and to reduce the standard deviation below 2%. These measurements were made source-
to-detector distances from 77.5 to 155.5 cm with and without the shadow cone. The shadow 
cone used is made of polyethylene and its frame is of aluminum. The cone is 50 cm long and 
its end diameters are 11 cm and 26 cm. The calculations of dose equivalent rates and room 
return were performed using MCNPX 2.7.0 code package [2]. The initial neutron energy 
distributions for 252Cf and 241AmBe sources were taken from ISO 8529-1 standard [3]. MCNPX 
default libraries were used in the calculations. Simulations were carried out in the same source-
detector distances as in measurements. To record results, tallies 2 and 5 were used. Tally 2 is 
particle flux averaged over a surface and tally 5 is a particle flux at a point detector. Tally 2 
was 30*30 cm surface centered in air at the reference distance. Tally 5 were also in air centered 
at the reference distance. In order to get the dose rate, dose function was used to modify tally 
5. The coefficients were taken from ICRP 74 [4]. Tally 5 totals for all neutron and uncollided 
neutron spectra were used to obtain the room return. In addition, albedo type dosimeters (6Li 
and 7Li) were irradiated to dose of 0.5 mSv Hp(10). Irradiations were performed on ISO slab 
phantom at 50 and 75 cm distance. TLDs were provided by Doseco company, Finland with 
calibrations of TLDs traceable to PTB. 

RESULTS 

Results of the irradiation of dosimeters are shown in Table 1. The ISO 8529-2 states that the 
reading of the instrument must not change more than 40% due to room return [1]. With 252Cf, 
this is fulfilled, while with 241AmBe it is not fulfilled. However, simulation results for ambient 
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dose equivalent rate and measured values agree very well. Measured and calculated values for 
room return do not agree perfectly, which is interpreted to mean that model has some 
shortcomings. The discrepancy with 241AmBe personal dose equivalent emphasizes that as 
well. STUK is aiming to a direct calibration comparison of personal dosimeters with primary 
laboratory. 

Table 1. Neutron dosimeter irradiation results. Thermoluminescence dosimeters were 
irradiated to 0.5 mSv Hp(10). 

Source Dose at 50 cm (mSv) Dose at 75 cm (mSv) 

241AmBe 0.68 0.81 
252Cf 0.56 0.51 

 

CONCLUSIONS 

The calculated and measured ambient dose equivalent rates are in good agreement. Also, 
irradiation results with 252Cf shows good agreement. Further measurements and irradiations as 
well as calculations are needed to solve the disagreement in room return values. This 
information will clarify the situation with 241AmBe personal dose equivalent as well. 

REFERENCES 

[1] International Organization for Standardization. Reference neutron radiations- Part 2: 
Calibration fundamentals of radiation protection devices related to the basic quantities 
characterizing the radiation field. International standard ISO 8529-2, Geneva, 
Switzerland, 2000. 

[2] T D. B. Pelowitz, ed., MCNPX User's Manual, Version 2.7.0, Los Alamos National 
Laboratory report LA-CP-11-00438, 2011. 

[3] International Organization for Standardization. Reference neutron radiations- Part 1: 
Characteristics and methods of production. International standard ISO 8529-1, Geneva, 
Switzerland, 2001. 

[4] Conversion Coefficients for use in Radiological Protection against External Radiation. 
ICRP Publication 74. Ann. ICRP 26 (3-4) 1996. 
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BACKGROUND 

The Institute for Nuclear Science and Technology (INST) is a sub-institute of the Vietnam 
Atomic Energy Institute (VINATOM) responsible for calibrations of ionizing radiation 
measuring devices. Some neutron standard fields have been established at INST since 2015 
[1,2] for this purpose of calibrations which are necessary before a neutron meter to be used in 
radiation measurements for safety assessment. 

The reading of a neutron survey meter in a neutron field is the total component consisting of 
both the neutrons coming directly from the source to the meter and the neutrons scattered from 
air, concrete walls and other objects in the calibration room. However, different neutron meters 
could have different readings in the same total neutron field. The calibration factor, CF, of a 
neutron meter can be determined as the ratio between the conventional true value of neutron 
ambient dose equivalent rate in a free field, 𝐻𝐻∗(10)𝐹𝐹𝐹𝐹, and the direct component of neutron 
ambient dose equivalent rate measured by a neutron meter, 𝐻𝐻∗(10)𝑑𝑑𝑐𝑐𝑄𝑄. 

This paper presents the calibration process of three neutron meters used at medical linear 
accelerator facilities, i.e. Aloka TPS-451C (Hitachi), KSAR1U.06 (Baltic Scientific 
Instruments) and Model 12-4 (Ludlum). The calibrations were done using a standard field of 

𝐴𝐴𝑚𝑚241 − 𝐵𝐵𝑒𝑒 source following the recommendations of ISO 8529-2 series [3]. The CFs of these 
three neutron meters were evaluated and presented together with their uncertainty budgets. 

METHODS 

The total component of neutron ambient dose equivalent rate measured by a neutron meter, 
𝐻𝐻∗(10)𝑡𝑡𝑝𝑝𝑡𝑡, can be fitted as functions of distances from the source as shown in Eq. (1,2,3) 
corresponding to General Fit Method (GFM), Semi-Empirical Fit Method (SEM), and Reduced 
Fit Method (RFM), respectively [3]. 

 𝐻𝐻∗(10)𝑡𝑡𝑝𝑝𝑡𝑡(𝑙𝑙) = 𝑆𝑆
𝑐𝑐2
�
1+ δ.(𝑟𝑟𝐷𝐷2𝑐𝑐 )2

1+Σ�(𝑅𝑅).𝑐𝑐
+ 𝐴𝐴′. 𝑙𝑙 + 𝑂𝑂. 𝑙𝑙2� (1) 

 𝐻𝐻∗(10)𝑡𝑡𝑝𝑝𝑡𝑡(𝑙𝑙) = 𝑆𝑆
𝑐𝑐2
�1 +  δ. �𝑄𝑄𝐷𝐷

2𝑐𝑐
�
2
� . (1 + 𝐴𝐴. 𝑙𝑙). (1 + 𝑇𝑇. 𝑙𝑙2) (2) 

 𝐻𝐻∗(10)𝑡𝑡𝑝𝑝𝑡𝑡(𝑙𝑙) = 𝑆𝑆
𝑐𝑐2

+ 𝑇𝑇𝑄𝑄𝑐𝑐𝑡𝑡 (3) 

RESULTS 

In Eq. (1,2,3), the component of 𝑆𝑆
𝑐𝑐2

 represents for the 𝐻𝐻∗(10)𝑑𝑑𝑐𝑐𝑄𝑄 measured by neutron meters. 
The value of 𝐻𝐻∗(10)𝐹𝐹𝐹𝐹 can be calculated as Eq. (4) 
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 𝐻𝐻∗(10)𝐹𝐹𝐹𝐹(𝑙𝑙) = 𝐵𝐵.𝐹𝐹1(θ)
4π.𝑐𝑐2

.ℎΦ (4) 

Based on Eq. (1,2,3) and Eq. (4); the CF can be deduced as shown in Eq. (5). CFs and their 
uncertainties are shown in Fig.1. 

 𝑂𝑂𝐹𝐹 =  𝐵𝐵.𝐹𝐹1(θ)
4π.𝑆𝑆

.ℎΦ (5) 

In those Eq. (1,2,3,4,5), 𝑘𝑘 is the characteristic constant; 𝑙𝑙 is the distance from the center of the 
source to the device center; 𝐴𝐴′ in Eq.(1) is the air in-scatter component, which has the 
equivalent meaning with 𝐴𝐴 in Eq. (2); and 𝑂𝑂 in Eq. (1) is the factor accounting for the 
contribution of all other in-scattered neutrons, which has the same meaning with 𝑇𝑇 in Eq. (2); 
𝑟𝑟𝐷𝐷 is the detector radius of a spherical meter or it is considered as half of the meter minimum 
dimension for non-spherical one; 𝛿𝛿 = 0.5 is the neutron effectiveness parameter and 𝛴𝛴�(E) = 
890× 10−7 𝑐𝑐𝑚𝑚−1; 𝑇𝑇𝑄𝑄𝑐𝑐𝑡𝑡 is the  neutron ambient dose equivalent rate due to the room-scattered 
component. 

 

Figure 1. Calibration factors and their standard uncertainties of the neutron ambient dose 
equivalent rate meters obtained with the three fit methods 

CONCLUSIONS 

The averaged CFs of the three neutron meters are 0.99, 1.00 and 0.99, respectively with the 
deviation within 4% for each meter. The CF uncertainties obtained with different methods are 
ranged from 1.47% to 18.38% depending on the neutron meter and fit methods applied. The 
RFM method should be more preferably applied in the routine calibrations. 

REFERENCES 
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[3] ISO 8529-2:2001 (E); Reference Neutron Radiations - Part 2: Calibration Fundamentals 
of Radiation Protection Devices Related to the Basic Quantities Characterizing the 
Radiation Field; Switzerland; p.38. (2000). 
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BACKGROUND 

The use of ionizing radiation in medical institutions is increasing year by year. But the negative 
impact of radiation on the eye lens is increased, especially in interventional radiology, reported 
by Chodick et al, 2008 [1] and Vano et al, 2010 [2]. 

“Lens of the Eye Dosimetry has become increasingly important with the changes recommended 
by ICRP 103/2007 [3] (Statement on Tissue Reaction). The ICRP issued new recommended 
limits for radiation dose to the lens of the eye, Hp(3) due to concerns over cataracts in April 
2011 [4]. This reduction of annual dose limits to the lens of the eye from 150 to 20 mSv (2 
rem) has created the need for enhanced monitoring using dosimetry as close as possible to the 
eye. 

In Indonesia, based on the Government Regulation  of the Republic of Indonesia No.63/2000 
[5] concerning Safety & Health of Ionizing Radiation, "In every utilization of ionizing 
radiation, the safety factor of the workers must be given on the highest priority". Acceptance 
of radiation doses by radiation workers must kept as low as possible so as not to exceed the 
dose limit value permitted by the Supervisory Board and based on the Government Regulation 
of the Republic of Indonesia  No. 33/ 2007 [6] concerning Safety of Ionizing Radiation and 
Radioactive Source Security, "Safety measures are needed to protect workers, community 
members and the environment from radiation hazards". 

Based on the Regulation of BAPETEN Head No. 4/2013 [7] article 56 (paragraph 1), 
“Monitoring of eye lens dose should be implemented starting from March 13, 2016, especially 
for radiation workers who work in special places that requires monitoring dose more intensive 
around the eye lens. 

Based on the Regulation of BATAN Head No. 21/2014 [8]  concerning Job description of 
working group in BATAN, PTKMR-BATAN has the responsibility to study the response of 
dosimeter which  can be used as an accurate eye-lens dosimeter in Indonesia, to monitor the 
eye lens doses accepted by the radiation worker in the interventional radiology, nuclear 
medicine, and production of radioisotopes. Goals and objectives of this study is to obtain the 
calibrated dosimeter which is traceable to the international system (SI)  through the national 
reference. 

METHODS 

TLD-700H used in this study was LiF: Mg, Cu, P (Figure 1). It has Zeff of 8.3, main peak of 
210oC, maximum emission of 400 nm, relative sensitivity of 25% and fading at 25oC can be 
ignored. This dosimeter can monitor beta radiation, gamma and X-rays. The chip for TLD-
700H is XD-707H, it has a density of 7 mg/cm2. 
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The uniformity of 30 TLD-700H were studied  by irradiating the dosimeters attached on the 
surface of cylindrical phantom (Figure 2) against 90Sr. After 24 hours, the dosimeters  were 
read by using TLD Reader type 6600. The stability testing of TLD were done by irradiating 
the dosimeters against  90Sr at different time. After 24 hours,  the dosimeters  were read, and 
the uniformity and stability test results were obtained. 

The dosimeter responses against  energy and doses were studied. The dosimeters (Figure 1) 
were inserted in the available chipstrate bag on the headband then attached on the surface of 
cylindrical phantom (Figure 2), at SDD (SDD = source detector distance) of 200 cm from the 
X-ray (Figure 3). The TLD were irradiated with X-ray on (80, 100 and 120) kV, at the 
Secondary Standard Dosimetry Laboratory (SSDL), in Mampang Prapatan, South of Jakarta, 
with 7 dosage variations (0.1; 0.5; 1; 5; 10; 15; 20) mSv. It was used 3 dosimeters for 
irradiating one dose. After being stored for 24 hours, the TLD were read by using TLD Reader 
(Figure 4). The data were plotted and the response of TLD-700H against doses and energy 
were obtained. 

    

Figure 1. TLD-700H Figure 2. TLD-
700H with head 

band  on the 
surface of 

Cylindrical 
phantom 

Figure 3. YXLON-
MG325 X-Ray 

Figure 4. TLD-
Reader 

RESULTS 

The uniformity of TLD-700H were good enough, with 1σ: 1,65% (CL: 67%). 

The stability of TLD-700: with 1σ: 2 % (CL: 67%). 

The TLD’s Response against the angles of X-ray incidence, R (Ɵ): 

R(Ɵ) = -0.0939Ɵ2 + 0.3893Ɵ + 324.14; R² = 0.9987 

The Response of TLD-700H against X-Ray doses were: 

X-Ray (80 kV)       R(E2) = 34.549 *(D) + 0.0829, R² = 0.9986 
X-Ray (100 kV)    R(E2) = 24.725 * (D) + 13.103, R² = 0.9996 
X-Ray (120 kV)    R(E2) = 27.929 *(D ) - 2.4538,  R² = 0.9974 

The TLD Response against X-Ray energy:  

R(E) = 0.0939 E2-20.311 E +1222.2; R= 0.914 

CONCLUSIONS 

PTKMR-BATAN is ready to determine or evaluate the eye lens dose,  Hp(3),  provided with 
the uncertainty of measurement. 
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BACKGROUND 

For accreditation requirements, laboratories are required to take part in an intercomparison 
program based on ISO / IEC-17025:2017. Testing or calibration laboratories that apply for 
accreditation to National Accreditation Committee (NAC) must have followed at least one 
intercomparison program. If there is no intercomparison program available, the laboratory must 
prove its capabilities as in ISO / IEC-17025 item 5.9.a [1]. 

Laboratories that have been accredited by (NAC) are required to take part in the comparison 
of measurements at least once a year. For the main scope of accreditation, the laboratory must 
take the proficiency test once in its accreditation period. In Indonesia, non-radiation 
intercomparison is usually managed by NAC, while the radiation intercomparison, such as dose 
quality audit of Hp (10) is managed by the Secondary Standard Dosimetry Laboratory (SSDL) 
- Jakarta. 

As we know, the performance of a dosimetry material or equipment can change or decrease 
due to the time function (aging) or because of the frequency of use. For this reason, 
observations have been made on the performance of TLD-BARC from the results of Hp(10) 
intercomparison during 2016-2018. It was used ANSI (American National Standard Institute) 
criteria for the assessment [2]. This paper presents the performance of TLD-BARC’s PTKMR-
BATAN on the intercomparison of Hp(10) in the year of 2016-2018, held by SSDL-Jakarta. 

METHODS 

TLD-BARC [3] used in this intercomparison consisted of 3 disk dosimeter elements from 
Teflon BARC CaSO4: Dy materials, with Zeff: 15.1 and disk TLD density: 2.52 g / cm3. 
Softening Point of Teflon: 330 oC and Main Glow Peak Temperature: 230oC, with a sensitivity 
of TLD disk: 30-40 x from LiF (TLD-100). Fading: (2-3) % in 6 months. Linear dose range: 
0.1-20 mSv (within ± 10%). Energy response of CaSO4: Dy is very dependent on the energy 
of the photon, especially at 30 keV energy to 200 keV, while the energy above 200 is relatively 
flat. 

QA for TLD-BARC’s PTKMR-BATAN was carried out by implementation of QC test and 
participation in dose quality audit of Hp (10), held by SSDL-Jakarta. To assess the performance 
of TLD-BARC, it was used ANSI criteria and JCGM 100:2008 [4]. 

In this paper, the implementation of QC on new TLD-BARC was carried out by irradiating of 
29 TLDs at a dose of 3 mSv, and QC of TLD-Reader by observations on Light Source and 
EHT (Extra High Tension). 

TLD-BARC was calibrated against 137Cs gamma source (OB-85) and X-Ray/YXLON-MG325. 
The calibration of TLD-BARC in 2015; 2016 and 2017 were presented. To guarantee the 
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quality of TLD services, Subdivision of Work Safety and Radiation Protection- PTKMR-
BATAN participates in the intercomparison of Hp(10) [5], held by SSDL-Jakarta every year. 
By using these Calibration Curves, PTKMR-BATAN evaluates the personal dose equivalents, 
Hp(10), for more than 40,000 TLD’s in the year of 2015. 

RESULTS 

The QC test on new TLDs was 2.8%, at a 95% confidence level. 

Calibration Curves of TLD-BARC against 137Cs were: 

2015Dm = [0.001*R(D1’) - 0.0185] ± 9.2%, R² = 1. 
2016Dm = [0.0011*R(D1’) - 0.343] ± 11.1%, R² = 0.994 
2017Dm = [0.0011*R(D1') + 0.1528] ± 9.8%, R² = 0.996 

Calibration Curve of TLD-BARC against X-ray N(80) was: 

Dm = [0.0006*R(D1’) - 0.3121] ± 12.3% (CL=95%) 

The performance of TLD-BARC’s PTKMR-BATAN on the intercomparison of Hp(10) in the 
year of 2016 to 2018 is presented in Table 1. 

Table 1. Performance of TLD-BARC’s PTKMR-BATAN intercomparison of Hp(10) in the 
year of 2016-2018. 

Dosimeter Code 
SSDL* 
Hp(10) 
(mSv) 

PTKMR 
Hp(10) 
(mSv) 

𝑇𝑇𝑇𝑇𝐾𝐾𝑀𝑀𝑇𝑇
𝑆𝑆𝑆𝑆𝐷𝐷𝑆𝑆 ∗

 ANSI 
(HLL-HUP) Radiation Year 

16/Cs-CT-one-1 1 0.99 0.99 0.22-1.88 137Cs 
2016 

16/Cs-CT-one-2 6 5.54 0.92 0.56-1.61 
16/XR-T-E-one-1 1 0.90 0.90 0.22-1.88 

N80 
16/XR-T-E-one-2 6 6.92 1.15 0.56-1.61 
E17-B-X-1 1.5 1.321 0.88 0.53-1.64 

N80 
2017 

E17-B-X-2 4.5 3.367 0.75 0.62-1.55 
E17-B-Cs-1 1.5 1.559 1.04 0.53-1.64 137Cs 
E17-B-Cs-2 4.5 5.051 1.12 0.62-1.55 
E-18-Cs-B-a 5 5.22 1.04 0.62-1.55 137Cs 

2018 
E-18-Cs-B-b 2 1.99 1.00 0.56-1.61 
E-18-X-B-a 5 4.38 0.88 0.62-1.55 

N80 
E-18-X-B-b 8 7.46 0.93 0.64-1.53 
 

CONCLUSIONS 

Based on ANSI criteria, the performance of TLD-BARC’s PTKMR-BATAN was in good 
agreement (in the range of trumpet curve). 
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BACKGROUND 

Tygerberg Hospital is an AFRA Regional Designated Center for Radiation Oncology and 
Medical Physics. The hospital requested a full IAEA QUATRO audit [1], which was done in 
November 2018. A dosimetry audit forms part of a fully comprehensive audit. 

METHODS 

A dosimetry audit was carried out on a sample of photon and electron beams in the department. 
This was done using equipment that was made available for use by the National Metrology 
Institute of South Africa (Farmer and Markus type ionisation chambers plus electrometer). The 
QUATRO audit team measured the doses according to the IAEA TRS 398 protocol [2]. Apart 
from the beam quality correction factors, corrections were also done for temperature and 
pressure, polarisation and ion recombination. 

The previous independent dosimetry audit was done in December 2016. This audit was done 
using the Nano Dot Optically Stimulated Luminescence Dosimeters (OSLDs) from the 
Imaging and Radiation Oncology Core (IROC) of the MD Anderson Cancer Center in Houston, 
Texas. The OSLD dose was evaluated using the TG-51 Dosimetry Calibration Protocol [3]. 
The OSLD sample has an uncertainty of 5 % at a confidence level in excess of 90 %. Agreement 
within 5 % is considered a satisfactory check. 

RESULTS 

The results are shown below in Table 1. 
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Table 1.  Dosimetry Audit Results. 

Audit Linac Energy Tygerberg 
Dose 

[Gy/100MU] 

Audit Dose 
[Gy/100MU] 

Difference 
[%] 

QUATRO – 
Nov 2018 
(TRS 398) 

2 
5 
5 
5 
4 
4 

6 MV 
6 MV 

10 MV 
18 MV 
10 MeV 
12 MeV 

0.988 
1.015 
1.009 
1.010 
1.009 
1.012 

1.005 
1.008 
1.014 
1.016 
1.008 
1.010 

1.7 
-0.7 
0.5 
0.6 
-0.1 
-0.2 

 
IROC –  

Dec 2016 
(OSLD) 

 
 
 
 
 
 
 

 

2 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 

6 MV 
6 MV 
8 MV 
18 MV 
6 MeV 
8 MeV 
6 MV 
10 MV 
18 MV 
6 MeV 
8 MeV 

1.000 
1.000 
1.000 
1.000 
1.000 
1.000 
1.014 
1.000 
0.984 
1.000 
1.000 

1.017 
1.002 
1.038 
1.004 
1.028 
1.017 
1.012 
1.004 
1.022 
1.014 
1.003 

1.7 
0.2 
3.8* 

0.4 
2.8* 

1.7 
-0.2 
0.4 
3.9* 

1.4 
0.3 

* Agreement within 5 % is considered a satisfactory check for the IROC audit  
 

CONCLUSIONS 

Beam outputs were well within tolerance levels and no output adjustments were necessary. A 
regular dosimetry audit forms part of best practice in radiotherapy. This could take the shape 
of an independent medical physicist checking the beam output with his/her measuring 
equipment, or it could be an IAEA TLD dosimetry audit, which is provided free of charge by 
the IAEA. Two other alternatives were taken advantage of in this work. Future work could and 
should include full end-to-end testing. 
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BACKGROUND 

Dosimetry audits have been used in verifying radiotherapy treatment in medicine. 
Radiotherapy treatment modalities are advancing rapidly and hence the need to develop 
dosimetry audit methodologies [1]. The IAEA/WHO and other institutions have well-
developed systems to audit radiotherapy activities mostly focusing on reference beam output 
to minimize radiological incidences [2-3]. NMISA has recently established a similar postal 
dosimetry audit programme. This work seeks to develop a dosimetry audit methodology that 
will focus on advanced radiotherapy. 

Advanced radiotherapy applications often use application of small field radiotherapy beams 
combined to produce required dose coverage to the cancer tumour. Quality assurance on 
treatment panning systems (TPS) and treatment delivery units is not an adequate tool to ensure 
accurate delivery of dose [4]. This methodology focuses on small field audits using EBT 3 
films, treatment planning systems (TPS) audits and end to end audits for advanced 
radiotherapy. 

METHODS 

In phase 1, EBT3 films stripes were irradiated on a linear accelerator to generate a calibration 
curve using PTW film software. The beam output is calibrated using the TRS 398 protocol [5]. 
A standard field of 10 cm x 10 cm and a small field of 4 cm x 4 cm were chosen and used to 
irradiate the film. Different hospitals were requested to perform similar irradiation and the films 
were returned for analysis. This was to develop an average calibration curve based on data 
collected from selected centers. 

Phase 2, involved scanning of Shane CIRS Phantom. The scans were used to generate a plan 
using the supplied instructions. In the instruction the tumor site was described and the 
Oncologist was expected to draw the relevant contours for the tumor and all the organs at risk 
associated with the treatment site. After approval, specified report parameters were requested 
to evaluate the plan [6-7]. 

RESULTS 

Films calibration was successfully carried out for determining the dose. Film dosimetry audit 
doses where measured and compared with the expected given dose. The results for film 
dosimetry amongst the participating centers were in agreement within 5 %. However, the dose 
comparison with expected doses was more than 10 % and further investigations are being done. 
All structures drawn by the oncologist and the prepared plans were evaluated and doses where 
measured using Shane phantom. Ionization chambers and RPLD were used for dose 
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measurements. More results for TPS using Shane phantom were still being evaluated from the 
hospitals since this require more time. 

CONCLUSIONS 

This is an ongoing study and the results obtained for film dosimetry need thorough 
investigation. TPS and treatment delivery measurement data and investigation will be needing 
statistical analysis and further methodology development. 
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BACKGROUND 

Independent external audits are vital components of comprehensive quality assurance (QA) 
programme in radiotherapy [1]. The Ghana Society for Medical Physics (GSMP) provided a 
Quality Assurance Team for the Radiation Oncology (QUATRO) in accordance with the 
IAEA-TECDOC 1543 publication [2] and QUATRO guidelines for comprehensive audits 
conducted an external national audit. This exercise was to ensure credibility of the quality of 
radiation treatment being offered to patients who patronize these facilities. This study is to 
analyze the QUATRO’s dosimetric results with that of the internal QA results of the facility 
during the audit period to help strengthen its QA programme. 

METHODS 

The QUATRO dosimetry audit included the beam output calibration, beam constancy check, 
output constancy with varying gantry angles and 3D end-to-end test using a CIRS (Model 
002LFC) IMRT thorax phantom shown in Figure 1. Other measurements included wedge 
factors, in vivo dosimetry and monitor unit linearity test. The expert or external audit measured 
results and deviations were then compared with the local medical physicist to verify the 
institution’s QA programs. 

 
Figure 1.  Scanned CIRS (Model 002LFC) IMRT thorax phantom for the end-to-end test 
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RESULTS 

Figure 2 presents the results of the dosimetry audits performed during the QUATRO with that 
from the local facility’s QA program. The QUATRO audit results were presented in a report 
consisting of a summary and an in-depth report of the safety, mechanical and dosimetry results. 

Figure 2.  Relative deviations during the QUATRO audit and QA. 

 

CONCLUSIONS 

Each bar represents percentage deviations as assessed by the two dosimetry quality checks in 
relation to the acceptable levels or tolerance limits. It clearly shows the similarity in terms of 
deviations between the QUATRO results and the QA results. There is a good agreement 
between the external audit and the local QA regarding the dosimetry parameters measured. It 
has also shown that the dosimetry procedures at the facility are performed at a high quality and 
should be maintained while being encouraged to participate in other external audits. 

REFERENCES 

[1] LEER, J.W., McKENZIE, A., SCALLIET, P., THWAITES, D.I., Practical Guidelines 
for the Implementation of a Quality System in Radiotherapy, ESTRO Physics for 
Clinical Radiotherapy Booklet No. 4, European Society for Therapeutic Radiology and 
Oncology, Brussels (1998). 

[2] INTERNATIONAL ATOMIC ENERGY AGENCY, On-site Visits to Radiotherapy 
Centres: Medical Physics Procedures, Quality Assurance Team for Radiation Oncology 
(QUATRO), IAEA-TECDOC-1543, IAEA, Vienna (2007) 

 

0

0.2

0.4

0.6

0.8

1

1.2

Calibration Constancy Output Vs
Gantry

End‐to‐end Wedge factor InVivo MU Linearity

Acceptable deviations

QUATRO QA



Contribution ID: 164  Type: Poster 
 

323 
 

Follow Up of Medical Physics Audit of Radiotherapy Centres in Ghana 

F. Hasforda,c 
E. K. Addisonb, E. K. Sosua,c, S. Inkooma,d, M. Boadua,c, G. F. Acquahe, S. N. Tagoea,f, M. 
Pokoo-Aikinsa,c, T. Deryc 
aMedical Physics Department, School of Nuclear and Allied Sciences, University of Ghana, 
Accra, Ghana. 
bOncology Directorate, Komfo Anokye Teaching Hospital, Kumasi, Ghana. 
cRadiological and Medical Sciences Research Institute, Ghana Atomic Energy Commission, 
Accra, Ghana. 
dRadiation Protection Institute, Ghana Atomic Energy Commission, Accra, Ghana. 
eMedical Physics Department, Sweden Ghana Medical Centre, Accra, Ghana. 
fNational Centre for Radiotherapy and Nuclear Medicine, Accra, Ghana. 

Email address of Corresponding Author: haspee@yahoo.co.uk 

BACKGROUND 

Ghana’s population is estimated at 29 million, with three radiotherapy centres handling a 
variety of cancerous conditions. The three centres are located at Korle-Bu Teaching Hospital, 
the Komfo Anokye Teaching Hospital and Sweden Ghana Medical Centre. At present more 
than 8,000 new and follow-up patients suffering from a variety of cancerous and other 
degenerative diseases report to the three radiotherapy centres annually. In many developed 
countries, auditing in radiotherapy is well established resulting in safe application of radiation 
and improved treatment outcomes, however in Africa, the reverse case is observed. 

METHODS 

Ghana implemented a national QA audit programme for coordinated and sustainable audits of 
radiotherapy centres in 2016, with support from IAEA. Three audit teams comprising of 
medical physicists selected from among the radiotherapy centres were put together for the 
project. A CIRS thorax phantom was loaned from IAEA for performance of end-to-end testing 
as part of the dosimetry audit. Checks conducted by the audit teams in the radiotherapy centres 
include end-to-end tests, absorbed dose to water under reference conditions, room entrance 
interlock, manual door opening, audio video monitor, beam on indicators, beam terminate 
switch, emergency off switches, beam indicators, touch guards, table locking brakes, 
deadman’s switches, tray, wedges, blocks and electron applicators. Also, mechanical and 
geometric tests such as collimator rotation, gantry rotation and couch table movement were 
undertaken for system performance as well as output factor measurements. Two years after the 
audit exercise, follow up is being conducted to assess the level of implementation of the 
recommendations. 

RESULTS 

Results from the audit exercises showed that the three radiotherapy centres were generally 
operating at desirable levels with a few identified anomalies needing corrective actions. 
Recommendations for the corrective actions on the identified anomalies were suggested to 
management of the radiotherapy facilities. The follow up conducted after two years indicates 
that over 80% of the recommendations made by the audit teams have been addressed by the 
radiotherapy centres, indicating high compliance rate. 
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CONCLUSIONS 

In countries with sustainable dosimetry audits, significant improvements in patient safety and 
dosimetry have been recorded. With implementation of the QA audit programme in Ghana, 
internal and external audits are anticipated to be sustained as part of a comprehensive quality 
management system in radiotherapy services in the country. 
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BACKGROUND 

Within the framework of a recent intensity modulated radiation therapy (IMRT) audit project 
carried out in Portugal in collaboration with the IAEA, two film dosimetry protocols have been 
used. The aim of this work was to explore the correlations of film analysis results, in terms of 
gamma passing rates between both protocols. 

METHODS 

Film irradiations were performed in 20 participating centres using Gafchromic EBT3 films 
(Ashland Inc., Covington, Kentucky) from a single batch (LOT #10241701). Following the 
audit methodology [1] – Protocol A – a film was placed at a coronal plane of the specially 
designed head and neck (H&N) and shoulders phantom – SHANE (CIRS Inc., Norfolk, VA) – 
and three treatment fractions were delivered to a dose of about 7 Gy in 6 MV photon mode. 
The agreement between film and treatment planning system (TPS) calculated dose distributions 
was evaluated with FilmQA Pro software (Ashland Inc., Covington, Kentucky) using triple 
channel correction, and considering TPS dose distribution as the reference. For Protocol B a 
second film was irradiated in the same setup with only one fraction and analysed following a 
well-established methodology developed and clinically employed at the national pilot centre. 
An in-house Matlab 2010a software, based on published work [2-4] was used for film 
processing considering triple channel correction. The dose maps were imported in RIT113 
software (Radiological Imaging Technology Inc., Colorado Springs, CO) to perform gamma 
analysis, taking the film dose distribution as reference. 

For dose calibration in both protocols, film strips were irradiated to known doses ranging from 
0 to 9 Gy, in a 10×10 cm2 field. To analyse a given application film, the generic calibration 
curve was then rescaled by means of two reference strips [2]. 

All films were scanned by the national auditor at least 48 hours after irradiation at the pilot 
centre, using a flatbed scanner Epson Expression 10000 XL. RGB images were acquired in 
transmission mode, landscape orientation, 48 bits colour depth, at 72 dpi, with all colour 
correction options disabled. A glass compression plate was used to ensure film flatness. 
Relative dose comparisons were performed with normalization done to a high dose low 
gradient region. Gamma analysis with a criterion of 3% global dose/3 mm, and 20% threshold 
was done. The audit passing rate defined acceptance limit was 90%. 

Correlations between Protocol A and Protocol B have been explored. Results were considered 
in agreement when passing rates were above or below 95% (the most commonly used clinical 
acceptance limit) for both protocols and in disagreement when passing rates were above 95% 
for one protocol and below for the other. 

As a complement to these protocols, also some interchanges have been introduced to further 
explore the results – i) films for one and three fractions have been analysed both in RIT and 
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FilmQA Pro softwares using the corresponding processing methods; ii) in RIT the TPS dose 
distribution was taken as reference to compare the results with the standard procedure of 
considering film as reference; iii) also in RIT all films have been analysed considering both 
single and triple channel dosimetry. 

RESULTS 

Using Protocol A, the overall average passing rate for three fractions films was 96.9 ± 2.8%. 
For Protocol B, gamma passing rates for one fraction films were on average 97.7 ± 3.5 %. 
Overall, a good agreement was found between Protocols A and B, with only 3/20 results 
having a passing rate above 95% for Protocol B and bellow it for Protocol A. Films irradiated 
with one fraction and analysed in FilmQA Pro, improved gamma passing rates when comparing 
to 3 fractions, 98.9 ± 1.6 % on average, ranging from 94.0% to 99.9%. 

Analysis of the impact of choosing either film or TPS as reference dose distribution in RIT, 
showed that for films irradiated with one fraction, differences in gamma passing rates were 
negligible (less than 0.5% on average). Regarding EBT3 films irradiated with three fractions 
and analysed as per Protocol B (with triple channel correction and considering film distribution 
as reference), gamma passing rates for the adopted evaluation criteria were unexpectedly poor, 
being less than 90% in 10/20 institutions. The results significantly improved (~ 4%) when TPS 
dose was used as reference. Red channel analysis gave better results in both situations with 
only 2/20 centres not complying with the tolerance of 90% when taking film as reference, and 
1/20 when considering TPS as reference. 

CONCLUSIONS 

Taking advantage of the large pool of data available in a national IMRT audit project, the 
results of this study revealed that the use of different film dosimetry protocols can lead to 
differences in gamma passing rates due to their inherent specificities. Nonetheless a good 
global agreement was found between the two used protocols. For the established tolerance 
levels and using relative dosimetry, the audit results based on film dosimetry for H&N IMRT 
treatments would be the same regardless the chosen protocol. 
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BACKGROUND 

In 2007, a postal dose audit of an external radiation therapy unit was initiated in Japan using 
radiophotoluminescent glass dosimeters (RPLD). The methodology was developed by National 
Institute of Radiological Sciences and was operated by the Association for Nuclear Technology 
in Medicine. Audits are performed according to the request of the hospitals and the fee is about 
700 € for 4 X-ray beam conditions. 

METHODS 

RPLD and solid phantom are used in the audit. RPLD is silver activated phosphate glass and 
the density is 2.61 g/cm3. RPLD characteristics such as repeatable readout and negligible fading 
effect is suitable for the postal dose audit. Audit began with a reference condition and expanded 
its application to beams of different field size and wedged beams in 2010. In addition, in 2016, 
the modern type treatment units such as a flattening filter free linear accelerator, Tomotherapy 
unit, and Cyberknife unit could also be applied to audit. 

RESULTS 

By the end of October 2017, 4,579 beams were checked.  Regarding the reference condition 
(2,326 beams), mean and standard deviation of the ratio of the measured dose to the intended 
dose (deviation) were +0.3% and +1.1%, respectively. This result indicates that the audit 
system was maintained well, and the dose was successfully evaluated. Regarding the variation 
in audit results, 99.9% of the beams was within tolerance level (Deviation should be within the 
5%). However, 5 beams exceeded the tolerance level of 5%. In most cases, there was a clear 
mistake in the contents of the entry sheet of the audit. Hearing was done to the hospitals to 
clarify the cause, and in almost every case the cause was identified. 

Table 1.  The statistics of the 10 years postal dose audit.  

 Side length of square field [cm] 
 

Wedge angle [°] 
 

 

Energy 
[MeV] 

5 10 15 20 25 others 15 30 45 60 All 

4 99 509 36 104 20 - 78 62 24 28 960 

6 263 760 70 180 29 4 111 103 38 45 1603 

8 4 18 1 2 1 - 1 1 1 1 30 

10 219 873 74 251 48 1 78 105 46 37 1732 

14~18 5 46 - 9 - - 2 1 0 1 64 
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6, 7 FFF 16 66 2 4 - - - 
   

88 

10, 11 FFF 16 54 3 4 - - 
    

77 

Tomotherapy 
     

17 
    

17 

Cyberknife 
     

8 
    

8 

All 622 2326 186 554 98 30 270 272 109 112 4579 
 

 

Figure 1.  Distribution of the results of the audits of radiotherapy hospitals for the delivery of 
absorbed dose to water under reference condition during 2007-2017. 

CONCLUSIONS 

This activity has certainly improved the quality of the radiation therapy in Japan. More efforts 
are underway, such as application to electron beams or intensity modulated radiation therapy. 
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BACKGROUND 

Systematic quality control of radiotherapy is required to minimize the errors that can occur as 
a result of complicated radiotherapy and to deliver accurate doses. In addition, it is necessary 
to secure the reliability of the quality control performed by itself through independent 
dosimetry quality audits. In Korea, the Nuclear Safety Commission, which is a regulatory body 
for the use of radiotherapy, has established the postal audit system to guarantee the quality of 
radiotherapy and is carrying out the project from 2017. In this study, the results of the national 
dosimetry quality audit system are introduced. 

METHODS 

The quality audit program consists of two stages. The First step is to develop standard 
procedure for postal audit and establishment of calibration and technical accuracy of the 
inspection system. The second step is to verify the photon beam output of the LINAC used in 
hospitals using glass dosimeters. The number of hospitals using LINACs in Korea is 92, and 
the whole number of LINACs (163 Units) has been verified for two years from 2017 to 2018. 
The standard phantom for dose measurement was made of ABS(Acrylonitrile Butadiene 
Styrene Copolymer) resin, which has a similar attenuation coefficient to water and is less 
susceptible to shock and temperature. As recommended by the technical report series 398 of 
IAEA, the size of phantom was designed to be 20cm3, allowing the glass dosimeter to be 
positioned 10cm below the surface to take scatter into account. The acceptable level of output 
doses is ±5% as recommended by the ICRU, and the optimal level of those is ±3%. 

RESULTS 

To ensure traceability of the glass dosimeter and reliability of the domestic postal audit system, 
the reading dose of the dosimeter for the Co-60 beam was compared by taking part in the DAN 
(Dosimetry Audit Networks) program of IAEA SSDL (Seibersdorf, Vienna, Austria). Table 1 
shows the intercomparison result for the dose difference between the KIRAMS(Korea Institute 
of Radiological Medical Sciences) SSDL in charge of the dose reading about Korea audit 
system and the IAEA SSDL. 

Table 1.  Difference in dose of glass dosimeter between internal and external audit system 

Dose Difference Dose Difference 

1.50Gy -0.52% 2.25Gy 0.92% 

1.75Gy 0.61% 2.50Gy 0.33% 

2.00Gy -0.70%   
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According to the difference less than ±1%, the reliability of dose reading of the domestic audit 
system was secured. Figure 1 shows the final result of photon output(114 beams) of 163 Linacs, 
and relative measurement uncertainty is 2.98%(k=1). 

 

Figure 1. Results of glass dosimeter check of photon beam output 

All output doses were within ±5% acceptable level. In the first verification of postal audit, there 
were two hospitals whose output exceeded the acceptable level due to setup errors. In this case, 
after hospital checked the procedure by itself, the postal audit was carried out again. And 
furthermore, On-site audit of the experts was carried out, at a more precise level of verification 
such as the measurement of PDD(Percentage Depth Dose) and mechanical check. Finally, the 
suitability of quality control was verified with this. 

CONCLUSIONS 

The output doses of Linacs were confirmed to be at acceptable levels by the domestic postal 
audit system. In 2019, the postal audit of tomotherapy and cyber-knife units would be 
performed to verify the output dose of those. It would be possible to reduce the deviation in 
quality control between hospitals by independent audit for radiotherapy and accumulate data 
related to domestic quality control level. 
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BACKGROUND 

A dosimetric audit of radiotherapy centers is a quality control process that allows the accuracy 
of dosimetric and geometric precision of dose delivery to the patient. It can be used to evaluate 
the accuracy of dose delivery to the tumor during radiotherapy at various treatment centers. 
Differences in prescriptive dose, depending on the severity, have potential consequences not 
so important, severe and even fatal. Measuring the absolute output of linear accelerators 
(LINACs) under reference conditions is a gold standard method for verifying the accuracy of 
the radiotherapy dose delivery [1]. Radiotherapy centers in Iran have been auditing by the 
Secondary Standard Dosimetry Laboratory (SSDL) since 1991. In this study, in accordance 
with TRS 398 [2] and inspection instructions from the International Atomic Energy Agency's 
QUATRO Group [2], the dosimetric audit for 10 years during 2007-2017, was performed and 
the differences between SSDL and the inspected center were reported. 

METHODS 

The absolute photon output of the accelerators and some of the relative factors such as wedge 
factor, shield tray factor, total scatter factor were measured using a Farmer chamber and the 
results were compared with the reported values by the centers. Measurements were performed 
at 178 on-site visits from 61 radiotherapy centers (including 98 single and multi-energies 
LINACs) between March 2007 and October 2017. Some participating centers were visited 
more than once. Since in this work transportation of the equipment by ground or air (for large 
distances), were needed, it was required that the equipment was light and robust. A specific 
box was provided to transport the water phantom, electrometer, cable, and chamber. This box 
was checked in as personal luggage on flights. The chamber itself was carried in its vendor-
supplied box in the mentioned specific provided box. Absolute photon dose measurements 
were carried out according to TRS-398 protocol [2] using Farmer ionization chamber (PTW 
TW30013). The PTW Farmer-type chamber was calibrated against a reference chamber at 
approximately three to six month intervals (depending on the frequency of site visits) 
throughout the entire study, following the method described in TRS 398 [2] using a fixed SSD 
arrangement. The reference chamber was a Farmer-type 30001 thimble chamber and with an 
absorbed dose-to-water calibration coefficient from a 60Co beam (ND, W) traceable to the SSDL 
of the IAEA. Action levels were determined within ±3% for absolute dose and ±2% for relative 
factors. 
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RESULTS 

Absolute dose differences between SSDL and local centers were in the range of -3.5% up to 
4%.  As an example, Figure 1 indicates the output percentage of difference between SSDL and 
hospital measurements in 6 MV beam energy visited by SSDL during the dosimetric audit. The 
protocol applied was the IAEA TRS 398 [2]. 

 

Figure 1. Percentage of difference in Output measurements between SSDL and hospitals in 6 
MV beam energy audited by SSDL of Iran. 

The maximum differences in the values of the relative dosimetry parameters between the 
amounts measured by SSDL and the local centers were -3.4% up to 3.7%. The difference 
between SSDL and radiotherapy centers at the reported absolute dose values in 11 beams 
measurements from 310 total beams was greater than the permissible limits. 

CONCLUSIONS 

The distribution of output measurements suggest the influence of some systematic error 
(outside of measurement uncertainty) which could potentially be introduced from multiple 
sources. It should also be noted that action limits warranting investigation were never exceeded. 
Differences in measurements between SSDL and radiotherapy centers could be due to the 
following: 1. Lack of qualified medical physicists in some radiotherapy centers, 2. Error in 
calculating beam quality factor (kQ) for some chambers, 3. Mistake in the report of the 
reference depth and reference source to surface distance (SSD). 
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BACKGROUND 

Thermoluminescent dosimeters (TLD) are widely used in different fields and specially  in 
radiotherapy measurements (in vivo dosimetry on patients). The main advantages of these 
dosimeters are their nearly tissue equivalent density, their availability in small sizes (suitable 
for point dose measurements), in different forms (powder, pellet…) and their cheapness.   

Besides, the radiophotoluminescent glass dosimeters (RPL) are more dedicated to radiation 
protection purposes. These detectors are known to have appreciable technical characteristics 
such as good reproducibility of readout value and  long-term stability of the fading effect. 

In recent previous works [1, 2], we have undertaken a comparative study of the dosimetric 
characteristics of both  RPL and TLD dosimeters. We have estimated the simulated responses 
of these dosimeters (specified as discs of 5 mm diameter and 2 mm thickness) in terms of 
absorbed dose, output factor, angular and energy dependence for X-rays and clinical electron 
beams. 

In this paper, we focus on the study of the energy responses of the commercially available 
radiophotoluminescent glass dosimeters (RPL model GD-301) to photons and electrons beams 
usually used in radiotherapy treatments. The obtained RPL energy responses are compared to 
those of TLD-100 detectors (usually used for monitoring patient’s doses in radiotherapy field). 

METHODS 

The dosimeters energy responses have been calculated using the Monte Carlo NParticle code 
version 2005 (MCNP5). The applied clinical radiation qualities were photon rays, of nominal 
potential energies ranging from 50 to 300 kV and from 4 to 25 MV and clinical  electron beams 
at energies varying  from 4 to 20 MeV. The 60 Co – rays have been taken as reference irradiation 
beams. 

A comparison of our results to many experimental and simulated data given in the literature 
[3-5] has been performed. 

RESULTS 

Our results, evaluated by Monte Carlo simulation, are generally in good agreement with 
literature data. These results show that, for effective X-ray energies  varying from 32 to 207 
keV,  thermoluminescent dosimeters show an increasing in energy response, relative to  60Co 
– rays,  from 1.02 to 1.39 while the RPL energy response varies from 1.2 to 4.5. For clinical 
MV photons and clinical electrons,  the radiophotoluminescent energy responses variations are 
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within 4% and 2% respectively and TLD detectors responses are within 5% for photons and 
4% for electrons. 

CONCLUSIONS 

The obtained energy responses show that for clinical electron beams or MV photons, used in 
radiotherapy treatments, RPL glass and TLD dosimeters have very  close responses within a 
5% variation range. For low energy X- ray (< 250 keV), RPL dosimeters present a stronger 
energy dependence than TLD detectors. Complementary studies, concerning the use of RPL 
dosimeters with an energy compensation filter, are in progress to support the use of these 
detectors for monitoring patient’s doses in radiotherapy treatments. 
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BACKGROUND 

The new IMRT audit methodology was designed by the International Atomic Energy Agency 
(IAEA). The main focus of the audit is the dosimetric verification of the planning and delivery 
of IMRT treatments with the CIRS SHANE Phantom (Figure 1.). The independent and 
voluntary audit has been carried out in 85% of Hungarian Radiotherapy Centres and it is 91% 
of all institutions performing IMRT in the country. 

METHODS 

The IMRT audit reviews the dosimetry, treatment planning and radiotherapy delivery processes 
using the pre-visit and the on-site-visit approach. The audit is implemented at the national level 
with IAEA assistance. The national counterparts conduct the IMRT audit at Hungarian 
radiotherapy centres through analysing the pre-visit questionnaires and performing on-site 
measurements. TPS calculated doses are compared with ion chamber and Gafchromic EBT3 
film dosimetry measurements performed in CIRS SHANE head & neck phantom for a 
simultaneous integrated boost (SIB) IMRT test case. A set of pre-defined agreement criteria is 
used to analyse the results for IMRT and VMAT treatments. 

RESULTS  

Eleven radiotherapy centres in Hungary have participated; 9 Varian and 2 Elekta linear 
accelerators have been audited as well as TPS that are using 6 AAA (Eclipse), 3 Acuros 
(Eclipse), 1 Monte Carlo (Monaco) and 1 Collapse Cone (Pinnacle) calculation algorithms. 
The doses measured with the ion chamber were within 4.5% from calculated ones for all 
centres. The film was analysed using gamma method (3%, 3 mm) with a threshold of 20%. 
Passing rates were above 95% for all measurements. All results met the agreement criteria, but 
a few errors in the workflow were detected and corrected. 

CONCLUSIONS 

The new IMRT audit is complex, well-constructed and helpful to resolve issues related to 
imaging, dosimetry and treatment planning for IMRT and VMAT techniques. 
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Figure 1: CIRS SHANE Phantom in coronal, 3D and axial planes respectively. 
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BACKGROUND 

An end-to-end on-site audit methodology to verify the medical physics aspects of intensity 
modulated radiation therapy (IMRT) in radiotherapy centres has been developed by the IAEA 
and successfully tested in a multicentre study [1]. Several countries adopted the methodology 
and implemented the audit at the national level. Overview of results of the first four countries 
is presented. 

METHODS 

The audit methodology utilizes a specially developed “Shoulders, Head and Neck, End-to-end” 
(SHANE, CIRS Inc.) phantom representing a head and neck (H&N) region of an adult human 
in geometry and material composition. Dose measurements are performed with a small volume 
ion chamber located at specific positions and with a gafchromic EBT3 film (Ashland, USA) in 
a coronal plane. During an on-site visit, the SHANE phantom undergoes a typical pathway of 
a patient in a radiotherapy centre, from computed tomography (CT) imaging through treatment 
planning to irradiation. The core component of the audit is comparison of the treatment 
planning system (TPS) calculated doses with those measured by ion chamber in four locations 
within three planning target volumes (PTVs, 5% tolerance) and organ at risk (OAR, spinal 
cord, 7% tolerance), and comparison of film measured dose distribution with the corresponding 
TPS calculated dose map (global gamma analysis with 3%/3mm criteria and 20% threshold, 
90% gamma passing rate tolerance limit). Additionally, before the on-site visit takes place, the 
audited institution has to perform a set of exercises including small field output factors and 
profiles calculation. The audit package developed consists of the detailed methodology 
description, instructions and data reporting forms for an auditor and an audited institution staff, 
a set of CT images and structures of the SHANE phantom. 

RESULTS 

Up to date, four countries (Hungary, Lithuania, Portugal and Serbia) submitted to the IAEA 
the audit results of 35 institutions which on average covers about 90% of all institutions 
performing IMRT in these countries. Of those, 26/8/1 institutions used in the audit 
Varian/Elekta/Accuray linacs with 6 MV beams (two were flattening filter free), 25/7/1/1/1 
performed calculations using Eclipse/Monaco/XiO/Pinnacle/VoLo TPS, 27/6/1/1 used 
VMAT/Dynamic MLC/Step and shoot/Tomotherapy treatment delivery methods. 
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Pre-visit activities were in most cases completed smoothly by all participating institutions 
although calculation results of small field parameters showed high variability. TPSs tend to 
overestimate MLC defined small field output factors compared to the IROC-Houston reference 
dataset [2] which supports earlier findings of the IAEA [3]. The calculated cross-plane profile 
of 2×2 cm2 field has approx. 5% standard deviation (SD) in size while 20-80% penumbra has 
17.7% SD even for a homogeneous set of Varian linac/Eclipse TPS/Millenium 120 MLC 
equipment which highlights the issue of accurate small field commissioning. 

On-site audit results using ion chamber measurements in a SHANE phantom are given in 
Fig. 1. All but one results fell into the tolerance limits with the averages ± 1 SD of: 1.010±0.018 
(IC_PTV_7000), 1.001±0.019 (IC_PTVn1_6000), 1.003±0.019 (IC_PTVn2_5400), 
1.005±0.034 (IC_SpinalCord). Film measurements resulted in the average of 97.2%±2.5% 
gamma pass rate. 

 

Figure 1.  Results of ion chamber measurements in relation to calculations for 4 
measurement points in terms of Dmeas/Dcalc. Tolerance levels of 5% and 7% are indicated with 

red line. The result outside tolerance was rectified through the follow-up action. 

CONCLUSIONS 

Although some suboptimal parameters were identified and corrected across the audit 
participants, dose measurement results generally fell within the established tolerance limits. 
Therefore, national implementation of the on-site end-to-end IMRT audit confirmed adequate 
quality of the medical physics aspects of IMRT treatments for H&N cancer in the participating 
countries. 
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BACKGROUND 

A new methodology for end-to-end remote dosimetric quality audit for intensity modulated 
radiotherapy (IMRT) and volumetric modulated arc therapy (VMAT) treatments for national 
dosimetry audit networks (DAN) was developed within the IAEA Co-ordinated Research 
Project (CRP) [1] and tested at the national level. The aim of this audit was to verify the entire 
radiotherapy chain including imaging, treatment planning and dose delivery. The results of 
national trial runs performed in six countries (Brazil, China, Cuba, Czech Republic, India, 
Poland) are presented here. 

METHODS 

Each participating hospital received from its national DAN a solid phantom made of 
polystyrene of 15×15×15 cm3 containing IMRT QA insert with the solid water structures 
representing planning target volume (PTV) and organ at risk (OAR). The insert was preloaded 
with a piece of Gafchromic EBT3 film (Ashland, USA) and four thermoluminescent dosimeters 
(TLDs, two in PTV and two in OAR). Participants were equipped with a set of instructions and 
datasheets and asked to scan the phantom, contour the structures, create the treatment plan and 
irradiate the phantom. The treatment prescription was to deliver 4 Gy to PTV in two fractions 
and limit the dose to OAR to 2.8 Gy. 

Each DAN processed the dosimeters following the IAEA CRP guidelines which allowed for 
comparison of national results. TLD evaluation results were compared with the treatment 
planning system (TPS) calculated dose. The gamma index passing rate results were given for 
films analysed against TPS calculated dose maps (3% dose difference, 3 mm distance-to-
agreement (DTA), 20% dose threshold, global gamma). Comparisons of film profiles passing 
through the PTV and OAR with those derived from the treatment plan were made. 

RESULTS 

The results obtained in national runs were for 56 hospitals equipped with 17 different 
accelerator models, 10 multileaf collimator (MLC) models, 8 TPS types with 8 dose calculation 
algorithms. Table 1 summarises the TLD results obtained for every national trial run. The 
average of the measured to stated dose ratio (Dmeas/Dstated) in PTV was 0.999 with the standard 
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deviation of 0.049. In 73% cases the results were within 5% tolerance limits. All measured 
doses in OAR were below 2.5 Gy which confirmed that the verified plans were acceptable, 
however a larger scatter of Dmeas/Dstated was observed with the standard deviation of 0.092 due 
to high dose gradients in OAR. Regarding film measurements, only six hospitals had gamma 
passing rates below 90% criterion. Two of them failed both the film and TLD criteria. In total 
19/56 (approx. 34%) hospitals failed the audit which is similar to findings of IROC-Houston 
postal end-to-end IMRT audit results analysis study [2]. 

Table 1. TLD results of national trial runs. The average measured to stated dose ratio ± 1 
standard deviation is given. 

  TLD location 
Country 
number  

# of 
sets PTV_S PTV_I PTV 

average OAR_S OAR_I OAR 
average 

1 11 1.007±0.031 1.006±0.029 1.006±0.029 0.992±0.043 1.003±0.040 0.997±0.041 

2 5 0.988±0.012 1.000±0.023 0.994±0.018 0.963±0.028 0.979±0.028 0.971±0.028 

3 2 0.980±0.011 0.971±0.033 0.976±0.021 0.993±0.103 1.000±0.092 0.996±0.092 

4 3 1.007±0.015 1.007±0.032 1.007±0.023 1.040±0.046 1.020±0.061 1.007±0.023 

5 13 0.970±0.040 0.974±0.044 0.972±0.041 0.998±0.147 0.968±0.122 0.983±0.133 

6 22 0.990±0.051 1.039±0.061 1.014±0.061 1.017±0.097 1.019±0.095 1.018±0.095 

Total 56 0.989±0.042 1.010±0.053 0.999±0.049 1.003±0.096 1.000±0.089 1.002±0.092 

 

CONCLUSIONS 

The methodology was straightforward for implementation at the national level. It was shown 
that the audit is capable of detecting suboptimal performance of hospitals in delivering 
advanced radiotherapy treatments, which should motivate participants to strengthen local 
quality assurance procedures. 

REFERENCES 

[1] WESOLOWSKA, P., et al., OC-0357: Pilot study of a remote end-to-end dosimetry 
audit for IMRT and VMAT treatments, Radiotherapy and Oncology 119 (2016) S164-
S165. 

[2] CARSON, M. E., et al., Examining credentialing criteria and poor performance 
indicators for IROC Houston's anthropomorphic head and neck phantom, Medical 
physics 43 (2016) 6491-6496. 

 



Contribution ID: 282  Type: Poster 
 

341 
 

An In-Vivo Dosimetry Audit of Superficial Radiotherapy Treatment Using 
TLD-100H Dosimeters 

O. C. Choia 
H. Weatherburna 
aCancer Centre London, 49 Parkside, Wimbledon. UK SW19 5NB 

Email address of Corresponding Author: oi-ching.choi@cancercentrelondon.co.uk 

BACKGROUND 

The purpose of this study is to audit the measured results following implementation of in-vivo 
dosimetry for kV treatment since 2015 with mini TLD-100H dosimeters. 

Although few treatment errors related to superficial treatment have been reported, recent 
concerns have been expressed regarding the accuracy of delivered dose during courses of 
kilovoltage (kV) radiotherapy treatment (1, 2, 3): 1. Due to a recent incident involving kV 
treatment in Dublin 2018 (4); 2. That measured data in BJR supplement 25 may differ from the 
clinical treatment areas (5), eg curved areas with bones or air-cavity underneath (2); 3. Lack of 
in-vivo treatment verification in kV treatment (2) in the UK; 4. Palmer et al (2016) (1) reported 
that only 36% of centres in the UK used software for dose calculations, though most of the 
errors happened during the calculation process for non-planed treatments (3). 

METHODS 

A batch of mini-TLD 100H (Harshaw) with dimension 3.2 x 3.2 x 0.15mm were used to 
measure doses of 3-6.5Gy per fraction delivered with 60-160kV X-rays from an Xstrahl 
superficial X-ray Unit. 2 measurement chips wrapped inside a paper pack were place at the 
field centre. All chips readings were made after 24 hours. The range of sensitivities of the TLD 
chips was ±12.0%, when the Element Correction Coefficient (ECC) was individually measured 
for the chips. The measurement accuracy of the TLDs was ±2.2%. BJR 25 (5) backscatter 
factors and Percentage Depth Doses were employed. ‘Stand-off’ or ‘stand-in’ corrections were 
made to the field centre when calculating treatment doses. Some of the treatments were 
undertaken in irregular or elongated fields (e.g. 10cm x 1cm). 

RESULTS 

45 measurements made in 2018 are reported. Figure 1 shows the results comparing calculated 
and measured dose. The mean measured dose was 3.6% less than the mean calculated dose, 
which is similar to the results of Palmer 2017(2). It may suggest data used from BJR 
supplement 25 (5) are involved in under-estimating the actual dose to the patients. 
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Figure 1. Histogram of TLD measurements results 

CONCLUSIONS 

Mini Harshaw TLD-100 is stable and accurate enough to evaluate in-vivo dosimetry in 
kilovoltage treatment. It is good enough to detect significant treatment errors but it takes at 
least 24 hours to get the result. 

The under-estimate dose suggests no increased backscattered dose from bone underneath 
because 89% (40/45) of the measurements are extremities with bone close to the skin. This 
contradicts the conclusion of Palmer et al 2017 (2). 

However, improvement to the method is required for more complicated dose verification, i.e. 
in situations with stand offs, irregular or elongated fields, or uneven surface with cavities. This 
dosimetry audit is on-going and the role of using of standard data from BJR supplement 25 (5) 
is also being evaluated. 
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BACKGROUND 

To ensure the effectiveness of radiotherapy the quality of evaluation of the target tumor 
volume, treatment planning, clinical dosimetry and the accuracy of the dose delivery to tumor 
are very important stages of cancer treatment. In accordance with ICRU and IAEA 
requirements in radiotherapy the overall uncertainty of delivery of an absorbed dose should not 
exceed 5%. In this work the analysis of results of national and IAEA/WHO dosimetry quality 
audit in radiotherapy departments are presented. The reasons of possible mistakes of irradiation 
and the ways to improve the situation with the quality of clinical dosimetry are discussed. 

METHODS 

In Ukraine the IAEA/WHO postal TLD-audit of dose calibration quality in external 
radiotherapy started from 1998. A number of 433 radiation beams were checked during 1998-
2017 (every radiotherapy unit was checked every 2-3 years). Since 2011, the national TLD-
audit was organized on an unofficial basis and 114 external radiation beams were checked. 
Only since 2018 in accordance with the normative act of State Nuclear Regulatory Inspectorate 
of Ukraine, the participation in the national TLD-audit is mandatory for all radiotherapy units. 

RESULTS 

Results of postal TLD‐audit of dose calibration quality in radiotherapy are shown in Fig. 1‐2. 

                
Figure 1. Results of IAEA/WHO TLD postal audits in Ukraine 
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Figure 2. Fraction of results exceeding the 5% acceptance limit 

The IAEA/WHO TLD-audit in 1998-2013 showed that at the first stage of dosimetry audit, the 
results for 25-50 % radiation units were very bad: the errors of dose delivery had been 
exceeding the 5% acceptance limit. After second stage the bad, non-acceptable results 
accounted for 3.8-22.2 % of radiation beams. 

The analysis of the distribution of errors of TLD-audit with unacceptable results showed: the 
errors in the range of 5-10 % were observed in 58 % cases, in range of 10-20 % - in 32 % and 
more than 20 % for 10 % cases. 

To establish the sources of errors the results of questionnaire of radiotherapy departments and 
the data sheets of TLD audit were analyzed. The potential sources of errors during TLD 
irradiations had been found. The errors of 5-10% range could be associated with: the using of 
obsolete dosimeters 27012 and VAJ-18 with calibration error near 5-7 %; the differences in 
values of the constants in calculation absorbed dose algorithms from reference literature; 
irregular accounting of source decay etc. The errors 10-15% could be related with irradiation 
technique which was used for irradiation of TLD capsules and calculation of doses (SSD or 
SAD-technique); the absence of correction factor from Air kerma to the absorbed dose in water 
if dosimeter was calibrated in Air kerma units. Errors over 20 % could be related with 
calculation of the irradiation time for depth 5 cm and irradiation of TLDs in holder with depth 
10 cm; different random errors of the exposure time calculation. 

Since 2014, due to the IAEA technical support in frame of National TC-project, when the 
25 Oncology Hospitals received the modern dosimetry equipment (UNIDOS E and water 
phantoms), 65 medical physicists were trained on TRS 398 "Absorbed dose determination in 
external beam radiotherapy" the results of dosimetry audit of dose calibration quality have 
become significantly better than in previous years: 8.6-15 % of radiotherapy units in IAEA 
dosimetry audit and 17-22 % in national dosimetry audit had errors more than 5 %. 

CONCLUSIONS 

To eliminate errors in dose calibration, it is necessary to organize national training for medical 
physicists on permanent base and implement in practice the international dosimetry protocol 
IAEA TRS № 398: Absorbed Dose Determination in External Beam Radiotherapy. 
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BACKGROUND 

Breast cancer is the most common cancer among women worldwide contributing about 25% 
of the total number of cases diagnosed. Breast cancer incidence is increasing in India and is a 
leading cause of cancer related death in women. Mammography screening for early cancer 
detection is widely practiced. Indian Council of Medical Research (ICMR 2015) stated that the 
breast cancer incidence varies in India from 5 to 30 per 100,000 female population per year in 
rural and urban areas respectively. Overall, breast cancer is second most common cancer 
among women in India contributing 21% incidence. However, breast cancer is more common 
in urban female as compared to cancer cervix. Mammography is a very crucial examination for 
early detection of breast cancer as it involves use of low energy X-rays. The lower the energy 
of X-rays, the higher is the probability of its absorption by the tissue. The thyroid gland is one 
of the most sensitive organs at risk in the vicinity of the breast. This study was planned to 
quantify the scatter radiation dose to right and left lobe of the thyroid gland during routine 
screening mammography examination. 

METHODS 

The study included 350 women within the age group of 35-60 years and with Body Mass Index 
(BMI) range of 22-29. A set of common information were recorded from each of the 
participants during each examination such as patient ID, age, weight, height, compressed breast 
thickness and machine parameters. All of them were screened on Hitachi Hologic LORAD M-
IVTM screen-film mammography system single handedly. In-vivo dosimetry measurements 
were made using optically stimulated luminescent dosimeter (OSLD) detectors taped 
appropriately to the skin overlying on right and left lobe of thyroid gland. The OSL system 
used is a commercial InLightTM microStar reader system, manufactured by Landauer Inc. 
(Glenwood, Ill). OSL dosimeters were Al2O3:C nanoDotsTM (10 X 10 X 2 mm). The 
radiographic parameters used during two dimensional (2D) mammography ranged from 28-30 
KV and 16-22 mAs respectively. The standard two view 2D mammography technique of two 
craniocadual views (CC) and two mediolateral oblique views (MLO) was used during 
screening examinations. 

RESULTS 

The average thyroid skin dose per examination was 0.42 ± 0.31 mGy per mammographic 
examination (range: 0.25 - 0.96 mGy). The MLO view was found to give a 2.1-fold higher skin 
dose at the thyroid than the CC view. Average compressed breast thickness was observed 
4.9±1.0 cm ranging from 3.2 to 7.2 cm. 
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CONCLUSIONS 

The single examination doses to the thyroid were not found to be particularly high, however 
the expected higher frequency of screening examinations will increase the number of patients 
receiving such or even higher radiation doses in case of multiple examinations. 

 



Contribution ID: 39  Type: Poster 
 

348 
 

Measurement Techniques Comparisons in CT Scan: Paediatric Neck 
Phantom Study 

M. Alssabbagha 

J. Wongb, A. Tajuddinc, M. AbdulManapd, R. Zainond 
aJordan Energy and Minerals Regulatory Commission, Nuclear & Radiation Sector, Amman, 
Jordan 
bDepartment of Biomedical Imaging, Faculty of Medicine, University of Malaya, Malaysia 
cSchool of Physics, Universiti Sains Malaysia, Pinang, Malaysia 
dAdvanced Medical and Dental Institute, Universiti Sains Malaysia, Pinang, Malaysia 

Email address of Corresponding Author: sabmomo75@gmail.com 

BACKGROUND 

More than 11 % of all CT tests are conducted for paediatric patients, and between 30 % and 80 
% of these procedures are done on the neck and head, including the thyroid gland [1]. Thyroid 
cancer is considered to be the third most widespread cancer in children, as it represents 0.5% 
to 1.5% of the total of paediatric cancer cases [2]. The most appropriate direct method to 
measure the absorbed doses in CT examinations is the use of physical phantoms. Mathematical 
methods may also be employed to estimate the effective dose to a specified organ/tissue. The 
most important dose related parameters displayed on the CT console are the CTDIvol and the 
DLP [3]. 

METHODS 

The 3D model of thyroid gland designed by Alssabbagh et.al [4] was used in this study to 
fabricate a solid version of 10 years paediatric thyroid phantom for CT dosimetry purposes. 
The model has two holes for the accommodation of two sets of TLDs in each lobe (figure 1). 
A dual-energy Siemens SOMATOM Definition (128 detectors) CT scanner was used. The 
usual protocol used in the hospital for neck scan (covered a scan length of 12 cm) was 
followed. Two voltages (80 kVp and 140 kVp) were set and the automatic current modulation 
feature was used. The exposure from the scout image was also considered in this study. A 
comparison between the effective dose to the neck-thyroid area obtained from the reported 
dosimetry quantities in CT console and the TLD results was performed. The location of the 
TLDs were considered in this comparison. 

 
Figure 1. The 3D thyroid-neck phantom loaded with the dosimeters under CT scan. 
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RESULTS 

The diameter of 16 cm PMMA where considered in the console to obtain the CTDIvol. The 
conversion k-factors of the neck for 10-years old paediatric neck (0.0079 mSv.mGy-1.cm-1) 
were used to calculate the effective dose E from the system-reported DLP. The appropriate 
tissue-weighting factor (WT) (0.04) [5] was used to calculate the effective dose to the thyroid 
from the dosimeters, as shown in table 1. 

Table 1. The effective dose from Neck DLP and dosimeters. 

Phantom CTDIvol (mGy) DLP (mGy.cm)  E (mSv) TLD (mGy) E (mSv) 

Thyroid-Neck 
(10 y) 

19.95 223 1.7617 25.73 1.025 

 

CONCLUSIONS 

The results showed that the calculated effective dose from reported DLP is higher than the one 
measured with the TLD dosimeters by a factor of ≈ 2. This may be due to the fact that the TLD 
dosimetry study provides direct measurements in the middle of the thyroid gland, while the 
system-provided dosimetric quantities displayed in the CT console only help calculate an 
estimate of the dose in the neck area, including the radiosensitive gland. However, The CTDIvol 
helps estimate the dose in the central axis over a scanned volume, which the thyroid phantom 
fell in this volume in our case. It is important to consider the variation of absorbed dose in CT 
due to various types of CT scanner, scanning protocols and the different scan lengths that may 
be selected. Therefore, development of recommendations regarding good practice in CT, 
especially for paediatric, should be considered, especially regarding the fact that the use of CT 
is on the rise. 
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BACKGROUND 

Fluoroscopy is used in many surgical procedures, but the concern for patient radiation dose is 
largely neglected therein. The International Commission of Radiological Protection (ICRP) has 
published a document on radiological protection in fluoroscopically guided procedures 
performed outside the imaging department in which emphasis has given to radiation dose 
monitoring in such procedures [1]. Percutaneous nephrolithotomy (PCNL) is a fluoroscopy 
guided technique which is extensively used in operation theatres to treat renal calculi. It is an 
endoscopic surgical procedure performed in several steps such as percutaneous renal access, 
track dilation and stone manipulation requiring fluoroscopy guidance [2]. In such procedures, 
patient’s skin is most vulnerable for fluoroscopic exposures and high radiation doses during 
complex fluoroscopy procedures may cause skin injuries of deterministic nature. It may also 
increase the risk of stochastic health effects to the patient [3]. In the present study, peak skin 
dose (PSD) was evaluated during a number of PCNL procedures. The fluoroscopy time used 
during each procedure was carefully recorded to evaluate its effect on patient dose. 

METHODS 

The study included a total of 50 consecutive PCNL procedures performed in urology operation 
theatre using Siemens Siremobil Compact L mobile C-arm fluoroscopy unit (Siemens Ltd, 
Mumbai). The Gafchromic XR-RV3 film used for measurement of PSD was calibrated for X-
ray beam energies used during the procedure. At each beam energy, film samples of size 2 cm 
× 2 cm were exposed with eleven dose values (20, 40, 90, 150, 200, 300, 400, 500, 600, 700 
and 800 mGy) by placing each sample on the top of a polymethyl methacrylate (PMMA) 
phantom of size 20×20×20 cm3. The scanning of films was performed in an Epson Expression 
11000XL flatbed document scanner and the optical densities (ODs) were analyzed with Image-
J software. A calibration curve for the film was plotted between OD and corresponding values 
of radiation dose (D). This curve was used to obtain a second order polynomial fit equation to 
be used for subsequent determination of PSD from films exposed during PCNL procedures. 
During PCNL procedures, a full sheet of Gafchromic XR-RV3 was wrapped in a surgical sheet 
and placed under the renal area of the patient in such a way that the yellow side of the film 
faced the under-couch X-ray tube. Scanning of the irradiated films and analysis of their images 
were performed according to the same method as used during calibration of films. PSD was 
evaluated corresponding to the region of maximum exposure on the film. 

RESULTS 

As depicted in Figure 1, the values of PSD were found to be in the range of 23.8 to 851.0 mGy 
with the mean value of 250.3.9 mGy (SD ± 223.64), which are below the deterministic 
threshold of 2 Gy required for developing skin effects such as transient erythema and skin burn. 
An average correlation (R2 = 0.51) was found between the recorded values of fluoroscopy time 
and the corresponding values of PSD measured during PCNL procedures in this study. 
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Figure. 1. Peak skin doses (A); and correlation between PSD & fluoroscopy time for PCNL 
procedures (B) 

CONCLUSIONS 

The results of this study show that the individual skin exposures during PCNL are generally 
under the level required to cause any deterministic skin injury. However, likelihood of higher 
radiation dose may not be denied due to varying complexities in the procedure. So, monitoring 
patient dose during PCNL procedures is well justified. Surgeons should consider to skip 
unnecessary exposures and minimize the duration of fluoroscopy for optimization of patient 
radiation dose. 
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BACKGROUND 

The estimation of radiation risks requires measurement of organ doses for paediatric patients 
submitted to procedures involving ionizing radiation. Such measurements have been prioritized 
by many studies and have been the basis of guidelines, policies and institutional rules around 
the world [1]. Radiation doses in CT examinations must receive special attention, due to the 
increase in the frequency of this kind of procedures in children and the fact of these procedures 
potentially deliver high doses when compared to other imaging options. Moreover, doses 
should be evaluated for various child body sizes. These facts have raised concerns about the 
risk to the children´s health caused by radiation exposure to CT procedures, especially 
considering the higher radiosensitivity of tissues in children. 

In this study, a dose optimization process for paediatric protocols was applied according to the 
IAEA recommendations [1]. This implementation is part of the IAEA/CRP E2.40.20 project 
and includes the production of a report with a critical analysis of the impact of implementing 
optimized protocols, including guidelines and the development of educational tools for training 
clinical staff involved in paediatric CT procedures. 

METHODS 

The protocol optimization focused on Head and Thorax exams, primarily. The first strategy 
was comparing the configuration of these protocols with the suggested one by the American 
Association of Physicists in Medicine (AAPM) in the Alliance for Quality Computed 
Tomography for routine pediatric Chest CT and Head CT for the specific equipment (Philips 
– Brilliance 64). The responsible radiologist and the radiographer checked the proposal and 
suggested some changes. The first comment was that protocols were high-dose and they liked 
to try some lower mAs values than the suggested by AAPM. 

The medical physicist and the responsible radiographer have adapted the protocols for some 
ages for Head CT (0 - 1 year, 1 - 2 years, 2 - 6 years, 6 - 16 years and 16 - 20 years) in axial 
mode and one protocol for helical mode, when 3D reconstructions were necessary. For Chest 
CT, just three age ranges were used (0 - 1 year, 1 - 10 years and 10 - 15 years), all in helical 
mode. 

RESULTS 

The quantities CTDI, DLP, charge (mAs) and scan length were evaluated using data from the 
DICOM header of the examinations. These quantities were evaluated using box plots in order 
to extract their statistical significance and proceed to a robust comparison between the 
optimized and pre-optimized protocols [2]. Figure 1 shows an example of one of these box 
plots for one of the age groups. 
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Figure 1. Box-plot for brain CT procedures conducted in patients with age group of 5-10 
years old. The red plot presents the values before the optimization process and the green box 

the results after the optimization. 

CONCLUSIONS 

The first results indicated significant dose reductions without perceptive loss in image quality 
of these two general exams. Future work will include a similar study on a scanner that is 
currently used for emergency imaging. 
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BACKGROUND 

Contrast enhanced spectral mammography (CESM) is an emerging technology proving to be 
useful in diagnosis problem-solving, disease staging and others [1]. There is very limited data 
available on patient exposure from this technology. The aim of this study is to estimate patient 
and phantom doses from two CESM systems. 

METHODS 

The two CESM systems are Senographe Essential/Senobright, GE Healthcare, situated in 
Bulgaria (1) and in the UK (2). The methodology described in the European Guidelines [2] and 
the conversion factors provided for CESM were applied [3]. 

RESULTS 

The results from the phantom study on both systems are presented in Table 1, including the 
target/filter combination and tube voltage chosen by the system and the mean glandular dose 
(MGD) per low (LE) and high (HE) energy beams, as well as the total MGD from both LE and 
HE exposures. 

Table 1. PMMA phantom results. 

PMMA + spacer 
(mm) 20+1 30+2 40+5 45+8 50+10 60+15 70+20 

(1) T/F kV LE Mo/Rh 27 Mo/Rh 27 Rh/Rh 29 Rh/Rh 31 Rh/Rh 31 Rh/Rh30 - 

(1) T/F kV HE Mo/Cu 46 Mo/Cu 46 Rh/Cu 45 Rh/Cu 47 Rh/Cu 47 Rh/Cu 
49 - 

(1) MGD LE 
(mGy) 1.53 1.17 1.85 2.45 2.27 3.1 - 

(1) MGD HE 
(mGy) 0.24 0.23 0.49 0.68 0.66 0.77 - 

(1) MGD total 
(mGy) 1.77 1.41 2.34 3.14 2.94 3.87 - 

(2) T/F kV LE Mo/Rh 27 Mo/Rh 27 Rh/Rh 29 Rh/Rh 29 Rh/Rh 31 Rh/Rh30 Rh/Rh30 

(2) T/F kV HE Mo/Cu 46 Mo/Cu 46 Rh/Cu 45 Rh/Cu 45 Rh/Cu 47 Rh/Cu 
49 

Rh/Cu 
49 

(2) MGD LE 
(mGy) 1.56 1.19 1.88 1.73 2.36 3.14 2.74 

(2) MGD HE 
(mGy) 0.27 0.26 0.55 0.53 0.70 0.79 0.74 

(2) MGD total 
(mGy) 1.82 1.45 2.44 2.26 3.06 3.93 3.48 
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Data were analyzed for a total of 49 patients on the first and 44 patients on the second system. 
The results from the patient study are presented in Table 2, including statistical data ( is the 
standard deviation and Q is the quartile) on compressed breast thickness, MGD per LE and HE 
exposure and the total MGD (LE plus HE contribution) per projection, either medio-lateral 
oblique (MLO) or cranio-caudal (CC). The HE contribution to MGD was found to be from 
14% up to 32% of the LE MGD. Furthermore, comparison was performed with data from full 
field digital mammography from the UK breast screening programme. Lower MGD per 
projection was reported from 1.42 mGy up to 2.52 mGy [4]. CESM at the present moment is 
mainly used for diagnostic purposes with expected net benefit for the patient. 

Table 2. Patient statistics and MGD. 

System / projection 1 / MLO 1 / CC 2 / MLO 2 / CC 
Total No of projections 98 98 85 87 

Compressed 
breast 

thickness 
(mm) 

Mean ± σ 
(min, max) 

54.0 ± 12.4 
(24, 84) 

50.9 ±  12.0 
(17, 75) 

58.5 ± 18.5 
(24, 97) 

56.0 ± 15.2 
(23, 89) 

Median  
(1st, 3rd Q) 54 (46, 62) 52 (43, 60) 59 (44, 73) 56 (44, 67) 

MGD per 
exposure LE 

(mGy) 

Mean ± σ 
(min, max) 

2.14 ± 0.59 
(1.10, 3.53) 

2.08 ± 0.61 
(1.12, 3.53) 

2.56 ± 0.79 
(1.26, 3.77) 

2.53 ± 0.79 
(1.18, 3.84) 

Median  
(1st, 3rd Q) 

2.00  
(1.72, 2.31) 

1.87  
(1.73, 2.29) 

2.53  
(1.89, 3.38) 

2.46  
(1.90, 3.38) 

MGD per 
exposure HE 

(mGy) 

Mean ± σ 
(min, max) 

0.56 ± 0.19 
(0.23, 0.84) 

0.53 ± 0.19 
(0.23, 0.84) 

0.62 ± 0.21 
(0.26, 0.86) 

0.62 ± 0.21 
(0.26, 0.86) 

Median  
(1st, 3rd Q) 

0.49  
(0.47, 0.68) 

0.49  
(0.31, 0.68) 

0.71  
(0.35, 0.82) 

0.71  
(0.35, 0.82) 

MGD per 
projection 

(mGy) 

Mean ± σ 
(min, max) 

2.69 ± 0.76 
(1.33, 4.37) 

2.61 ± 0.78 
(1.35, 4.37) 

3.18 ± 0.99 
(1.52, 4.63) 

3.15 ± 0.99 
(1.44, 4.70) 

Median  
(1st, 3rd Q) 

2.36  
(2.12, 2.99) 

2.27  
(2.12, 2.96) 

3.24  
(2.38, 4.20) 

3.17  
(2.38, 4.20) 

 

CONCLUSIONS 

A study of patient doses from CESM is performed on two systems of the same type. Doses are 
somewhat higher in comparison to planar mammography according to some studies. 
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BACKGROUND 

Fluoroscopically guided interventional procedures in radiology (IR) and cardiology (IC) are 
techniques that have had wide diffusion in the last decades. Nevertheless, prolonged exposures 
due, for instance, to complicated interventional procedures or inappropriate equipment may 
result in high doses to both patients and staff members, in particular, with potentially high 
radiation doses to the skin of a patient.  Evermore, as the number and complexity of 
interventional procedures have been steadily growing, it becomes crucial to provide patient-
specific, skin dose estimate during these procedures. Working group 12 of EURADOS is 
dealing with various aspects of dosimetry in medical imaging.  To tackle this issue, EURADOS 
Working group 12 has initiated a number of activities to estimate the maximum skin dose in 
various procedures in radiology and cardiology. 

METHODS 

This work presents Working group 12 activities in the area of dosimetry for interventional 
procedures in cardiology and radiology. It includes characterization of different dosimetric 
methods for skin dose assessment in interventional procedures, the application for skin doses 
measurement in clinical practice and the establishment of trigger levels. Latter is performed in 
order to evaluate the feasibility of identifying a common dosimetric indicator that correlates 
with the maximum skin dose. 

RESULTS 

Several types of dosimeters have been used to estimate patient's skin dose distribution. 
Luminescence detectors usually show good energy and dose response in clinical beam 
qualities. However, the poor spatial resolution of such point-like dosimeters may far outweigh 
their good dosimetric properties. Gafchromic® films are probably the most convenient and 
affordable solution for clinical routine. The overall uncertainty associated with the use of XR-
RV3 Gafchromic® films to determine skin dose in the interventional environment can 
realistically be estimated to be around 20% (k=1). This uncertainty can be reduced to within 
5% if carefully monitoring scanner, film and fitting-related errors or it can easily increase to 
over 40% if minimal care is not taken. Ideally, the skin dose alert levels could be set as a 
function of an online dose indicator to prevent skin injuries and to identify which patients 
require follow-up. However, variation in procedure’s complexity, level of optimization, user’s 



Contribution ID: 99  Type: Poster 
 

357 
 

skill level and techniques in performing the procedure result in large dispersion of dose 
indicators corresponding to a pre-determined skin dose. 

CONCLUSIONS 

The results of characterization of different dosimetric methods for skin dose assessment in 
interventional procedures, are presented. Both skin dose measurements using GafChromic® 
films and TLDs provide reasonably accurate determination of the skin dose alert levels.  In the 
future, software-based dose mapping tools may provide a more user-friendly approach to 
follow-up patient skin dose in real time during the procedure provided they are well validated 
and benchmarked against measurements. 
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BACKGROUND 
Magnification mammogram is a diagnostic tool to detect micro-calcifications in early stage of 
breast cancer. There is a controversy in using geometric magnification and electronic one to 
detect micro-calcifications in diagnostic mammography. It is known that the fibro-glandular 
tissues are very sensitive to radiation dose. Geometric magnification    with reduced distance 
between x-ray source and breast increases radiation dose and risk of stochastic effect of fibro-
glandular tissues. On the other hand, spatial resolution of digital mammogram is dependent on 
the pixel size of the image detector in addition to the focal spot size. This study tries to evaluate 
the average glandular dose and image quality in images with geometric magnification and 
digital zoom with the accessible phantoms [1-4]. 
METHODS 
Two digital mammography systems with the capability of digital and geometric magnification 
were selected in this study. High contrast (or resolution) part of Digmam phantom was used to 
assess magnified images produced by geometric and digital zoom. Also, the micro-calcification 
groups inside the ACR phantom are used to evaluate the ability of geometric and digital 
magnification images, figure 1(a and b). Automatic exposure control used in both geometric 
and digital (in contact position) magnification modes to provide images of Digmam and ACR 
phantoms. Average glandular dose is measured by multifunction meter (Black Piranha). It has 
to be noted that in digital zoom, phantom is placed on the top of the detector (contact mode) 
while for geometric magnification after removal of the grid, phantom placed on top of the 
magnification plate of the mammography system (1.5X and 1.8X magnifications). Two 
radiologists with more than 10 years experience on mammography reports are evaluated all 
phantom images. 

 
Figure 1. Phantoms (a) Digmamm and (b)ACR used to evaluate the quality of images. 

(a) (b) 
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RESULTS 

Image analysis show that in two mammography systems digital zoom (in contact position) 
reveals 5 to 7 line per millimeter of the high contrast part of the phantom which is comparable 
to the similar images produced in geometric magnification. ACR images show that at least 3 
groups of specks (mimic micro-calcification) can be seen in both methods, geometric and 
digital magnification. Results of dose measurement shows that average glandular dose in 1.5X 
and 1.8X geometric magnification positions are about 2 and 3 times higher than that of contact 
position to produce digital magnification views as can be seen in table 1. 

Table 1.  Exposure factors and the related average glandular dose measured for contact, 
1.5X and 1.8X geometric magnification. 

View kVp mAs AVG (mGy) 

Contact 28 100 0.885 

1.5X 28 100 2.034 

1.8X 28 100 2.879 

 

CONCLUSIONS 

Finding of this study demonstrates that spatial resolution and the ability of the geometric and 
digital magnifications are comparable to detect the same number of lines pairs per millimeter 
and group of specks mimic micro-calcifications. Average glandular dose in digital 
mammography is considerably less (at least 2 times) than geometric magnification. Therefore, 
spot compression views with digital zoom mammogram may replace geometric magnification 
with less average glandular dose and equal spatial resolution and image quality. 
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BACKGROUND 

It is well documented that scattered radiation is the main contributor to the occupational 
exposure of radiation workers. This study aimed to investigate the spatial distribution of 
scattered radiation doses rate induced by the operation of C-arm machine (Toshiba SXT-
1000A) on the (irradiated) water phantom of different thicknesses. The scatter radiation is 
dependent on a number of factors and the radiation around the patient does not distribute 
uniformly or symmetrically. Although safety precautions are considered, an increase in the 
occurrence of radiation-induced eye cataracts has been reported. As a consequence, in 2011 the 
International Committee for Radiological Protection (ICRP) lowered the eye lens dose limit 
for staff dramatically from 150 mSv per year to 20 mSv per year. 

METHODS 

Water phantoms with different sizes 10 cm x 30 cm x 30 cm, 20 cm x 30 cm x 30 cm and 25 
cm x 30 cm x 30 cm were used. They were exposed to X-ray radiation from a mobile c-arm 
fluoroscopy system with automatic brightness control (ABC) mode function. An ion chamber 
(1,800 cc) model Radcal 20X6-1800) was used to measure scattered radiation at two different 
levels namely abdomen (100 cm from the floor) and eye level (160 cm from the floor). The ion 
chamber was placed at nine different positions (Point A to Point I) around the examination 
table. The scattered radiation distributions around the phantom were determined. Please refer 
to Figure 1 for the study set-up 

Figure 1.  Study set-up. 

 

 

 

C- Phantom A – Ion chamber 

 

B- Mobile c-arm 
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RESULTS 

Based on the results, the dose rate of scattered radiation for the 25 cm thick phantom recorded 
the highest reading (25.60 ± 0.01 mR/hr - 478.60 ± 0.00 mR/hr), followed by the 20 cm thick 
phantom (12.66 ± 0.01 mR/hr - 260.90 ± 0.01 mR/hr). It was found that 10 cm thick phantom 
recorded the lowest reading among three sizes, (2.24 ± 0.02 mR/hr – 58.66± 0.00 mR/hr). The 
results obtained are presented in Table 1. 

The dose rate of over-couch X-ray tube configuration is dominant, especially at the eye level.  
The result of scattered radiation at Point A showed that it is the riskiest position where the 
radiation dose reading is the highest among all three phantom thicknesses. This is due to the 
distance factor between the ion chamber and isocentre of the water phantom. The lowest 
reading result at Point D also due to the distance factor. It was noted that the scattered radiation 
increases linearly with the phantom thickness. The higher result of the scattered radiation could 
probably lead to higher exposures for staff. 

Table 1. Result of scattered radiation 

Patient Thickness Minimum (mR/hr) Maximum (mR/hr) 
25 cm 25.60 ± 0.01 478.60 ± 0.00 
20 cm 12.66 ± 0.01 260.90 ± 0.01 
10 cm 2.24 ± 0.02 58.66 ± 0.00 

 

CONCLUSIONS 

The spatial distributions of the scattered radiation induced by the irradiation of water phantoms 
of varying thickness on a mobile c-arm machine has been established.  The scatter pattern has 
been recognized at every point based on the potential of the location of radiation worker inside 
the operating theatre (OT) room. From the result, we can conclude that the scattered radiation 
increases linearly with the phantom thickness. Therefore, the radiation protection principle and 
the concept of ALARA and optimization should be strengthened especially during the clinical 
procedure inside the Operating theatre (OT) room. 
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BACKGROUND 

Optimization of imaging protocols has always been important in radiation protection; through 
contrast-detail curves of dedicated phantoms it is possible to choose the optimal clinical 
protocol in order to deliver the minimum dose to the patient while maintaining image quality. 
Contrast-detail curves are usually obtained using human observers but it is a time-consuming 
process; thus, the study of observer model software mimicking human behavior in object 
detection tasks was employed. 

One of the most known models is the Channelized Hotelling Observer (CHO), due to its high 
capability to reproduce human behavior from the correlation of pixels from object-present 
images and background-only images. Previous studies pointed out that CHO models in x-ray 
angiography perform well in the 0.5mm–4mm diameters [1], while their efficiency drop at 
higher diameter dimensions (because of the limited range of frequencies that can be included 
in channel profiles). In fact, adding channel profiles centered at low frequencies limits the 
dimension of the sub-ROI image inputs the model can process [2], thus narrowing the range of 
analyzable detail dimensions. Machine learning models have been used in recent years in 
pattern recognition tasks and, through the use of delta-radiomic features, they can be a 
complementary tool to CHO models. 

The aim of this preliminary study is to find a possible dosimetric optimization of clinical 
protocols of an angiography system (GE Discovery IGS 740). A contrast-detail phantom 
simulation in clinical scatter conditions was used, and efficiencies of a CHO model and a 
machine learning model are compared in order to inspect the applicability of this framework. 

METHODS 

A Leeds TO10 phantom was used. The phantom details used were: 6 diameters (size range: 
2mm –11.1 mm), each with 9 contrasts (declared range: 0.012–0.930 at 70kVp 1.00 with 
1mmCu filtration). For smaller detail dimensions the signal area was not high enough to assure 
good statistics for feature extraction. TO10 has been imaged between two 10 cm thick 
homogeneous solid water slabs. Two FOVs (32cm and 20cm) were used. Fluoroscopy images 
were taken using an abdominal protocol at 2 dose levels (low and normal) at 15fps; 
cineangiography images were acquired using an abdominal protocol at 15fps at 2 dose levels 
(low and normal). Radiomic features were extracted from the detail-present and from the 
background-only image sets, pre-sampled at 64 gray levels, following public guidelines [3]. 44 
delta-features (i.e. the relative feature values change between the two sets) were evaluated. 
Feature selection with 10-fold cross-validation LASSO (Least Absolute Shrinkage and 
Selection Operator) was carried out to identify a subset of features able to best predict the data 
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and to remove redundant predictors. Two quadratic-SVMs (Support Vector Machine) were 
trained on 3 different acquisitions for each FOV with a 25% hold-out validation (positive 
classifier for images with detail, negative otherwise). This model was compared to a previously 
validated [4] CHO (40 Gabor channels with eye-internal noise) and human responses. Their 
respective contrast-detail curves were computed using a threshold visibility of 75%. Wilcoxon 
signed-rank test was performed on two contrast-detail curves obtained from acquisitions and 
not used in model training. 

RESULTS 

The features included in the model after selection were 18. For FOV=32cm the AUC for its 
SVM was 0.91, while for FOV=20cm AUC was 0.88. Relative differences between human 
results and SVM predictions were all under 25% for both FOVs, significantly smaller than the 
CHO, which, for higher diameters, held relative differences up to 35% for FOV=32cm and 
60% for FOV=20cm. It is important noting that the SVM does not find fluoroscopy with 
FOV=20cm normal dose level (17.6 mGy/min) statistically different (p-value=0.6) from the 
cineangiography FOV=32cm low dose level (42.1 mGy/min), meaning a dose reduction of 
about 70%. 

CONCLUSIONS 

The stability of the machine learning model in high detail diameters compared to the CHO 
makes it a performing tool in dosimetric optimization of imaging protocols. In terms of patient 
radiation protection, it can be used to detect the best clinical protocol which delivers the lowest 
dose possible while maintaining comparable visibility of structures of interest, leading to 
significant dose reductions. 
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BACKGROUND 

Radiation protection of patients in diagnostic X-ray imaging has become an important subject 
today due to fast technological advancement of imaging equipment. This medical X-ray 
imaging revolution has caused a rapid increase in number and complexity of procedures that 
are accompanied by significant patient absorbed dose variations [1,2]. The goal of diagnostic 
X-ray imaging is to use the optimal technique that will produce acceptable image quality with 
minimal patient dose [3,4]. However, this feat has been found difficult to achieve in practice 
due to diversities in X-ray equipment and examination protocols [2]. Patient dose from X-ray 
diagnosis varies significantly between countries, diagnostic centres, X-ray equipment, 
procedure type and from one operator to another [5,6]. Dose reference levels serve as the 
guidance level to curtail superfluous dose and enhance patient safety. There are international, 
national and, local dose reference levels (DRLs) worldwide. Nigeria has no indigenous DRLs 
yet, but has adopted the International Atomic Energy Agency (IAEA) standards; hence, the 
need for national and local DRL development. This study is set out to develop local standard 
DRLs for diagnostic X-ray examinations in Southwest Nigeria. 

METHODS 

A total of 600 average (70±5 kg) adult human subjects were investigated in 9 secondary/tertiary 
healthcare institutions located in southwest Nigeria. The quality control of the X-ray machines 
was conducted using MagicMax quality control kits (IBA Dosimetry, Germany). Informed 
consent was obtained from each patient before the commencement of the examination. 
Institutional consent was obtained from each of the hospitals used and also from the Nigerian 
Institute of Medical Research (NIMR). Entrance skin dose was determined using 
thermoluminiscence dosimeters (TLD-100) from RadPro International GmbH, Germany. 
Irradiation of chips was conducted at the Secondary Standard Dosimetry Laboratory (SSDL) 
of the National Institute of Radiation Protection and Research (NIRPR), Ibadan. TLD detectors 
were read using the Harshaw Reader (Model 3500). A total of three coded TLD detectors were 
used to determine the entrance skin dose (ESD) for each examination. PCXMC software 
(version 20Rotation) was used to evaluate the effective dose. 

RESULTS 

The results obtained from this study showed that the diagnostic reference levels for routine 
radiography examinations in Southwest Nigeria are 1.32 mGy, 1.94 mGy, 2.16 mGy, 4.94 
mGy, 7.96 mGy, 1.27 mGy and 1.38 mGy for chest PA, cervical spine (CS) AP, CS LAT, 
lumbar spine (LS) AP, LS LAT, upper extremity AP/LAT and lower extremity AP/LAT 
respectively. Table 1 presents the mean kVp, mAs, entrance skin dose (ESD), DRL and the 
effective doses. LS LAT has the highest DRL value. 
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Table 1.  Number of patients, exposure parameters and DRL for model adult human subject 
in radiography examinations in southwest Nigeria. 

Examination  No of 
patients 

Mean 
kVp 

Mean 
mAs 

Mean 
ESD 
(mGy) 

DRL  
(mGy) 

Effective  
dose 
(mSv) 

Chest PA 228 84±17.11 19±12.57 1.00±0.40 1.32 0.55 
CS AP 51 76±3.25 20±8.90 1.56±1.04 1.94 0.29 
CS LAT 48 79±7.89 35±39.14 1.97±1.49 2.16 0.64 
LS AP 49 84±7.86 42±19.46 3.76±2.18 4.94 1.53 
LS LAT 49 91±10.29 47±19.84 6.70±4.30 7.96 1.45 
Upper Extremities 44 67±13.00 20±30.83 1.16±0.61 1.27 0.005 
Lower Extremities 131 63±7.50 11±10.19 1.05±0.55 1.38 0.005 

 

CONCLUSIONS 

The DRLs obtained in this study showed the possibility of dose harmonization in Southwest 
Nigeria. Similar study is recommended in other regions of the country in order to develop 
national DRL for Nigeria. 
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BACKGROUND 

CTDI is a useful tool for assessing dose reference levels and for comparisons between different 
protocols and equipment [1]. In CBCT, beam collimations often exceed the traditional dose 
profile integrating length of 100 mm and additional equipment is needed. IAEA has proposed 
a method for CTDI estimation for wide beam collimation CBCT equipment using standard 
equipment [1]. Wide beam collimation CTDI is calculated as [2]: 

 

Where CTDI100,ref is measured in phantom at a reference beam collimation of NxTref < 40 mm, 
CTDIfree-in-air,ref is measured in air at the reference beam collimation and CTDIfree-in-air,NxT is 
measured in air at beam collimation NxT > 40 mm. 

The aim of this study is to investigate the relationship between CTDIfree-in-air values at different 
beam collimations and tube voltages. The hypothesis is that (CTDIfree-in-air,NxT / CTDIfree-in-air,ref 
) ≈ 1 and CTDI estimation in wide beam collimation CBCT could be made easier by excluding 
the free-in-air measurements. 

METHODS 

The measurements are made on a Siemens Multitom RAX diagnostic radiography system 
equipped with CBCT option. Beam collimations up to 27 cm in the isocentre can be used with 
tube voltages ranging 40 – 150 kV. 

 
Figure 1.  Setup for in-phantom dose profile measurement 

Beam profile measurements are made with RTI Electronics CTDI Dose Profiler point dose 
dosimeter and a standard CTDI phantom. 
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The point dose dosimeter is stepped through the beam profile at sufficient intervals, resulting 
data is compiled into dose profiles.  Dose profiles are measured at several beam collimations 
exceeding 40 mm, up to 270 mm. Two reference dose profiles are measured at beam 
collimations < 40 mm. Several different tube voltages are used to cover the range used in 
diagnostic radiology. 

Data is analyzed and measurement errors are calculated. 

RESULTS 

 

Figure 1.  CTDIfree-in-air for 7 cm (red) and 27 cm (blue) beam collimations at 60 kV 

Preliminary results, measurement made at 60 kV, beam collimations 70 mm and 270 mm: 

CTDIfree-in-air,NxT = 0,17 mGy/mAs 

CTDIfree-in-air,ref = 0,16 mGy/mAs 

CONCLUSIONS 

Preliminary results show that the difference between CTDIfree-in-air,NxT  and CTDIfree-in-air,ref is 
negligible. Further measurements are to be made at different beam collimations and tube 
voltages to confirm this. 
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BACKGROUND 

The usefulness of CT in the medical management of patients is undeniable and its use continues 
to grow, despite increased associated patient doses. CT radiation doses may be a problem in 
children because of their higher radiosensitivity and longer life expectancy as compared to 
adults. 

METHODS 

This work focuses on the determination, by experimentation and simulation, of the radiation 
doses for a total sample of 916 children, categorized in four age groups (<1, 1-5, 5-10, 10-15 
y). The children underwent the most frequent pediatric CT scans performed in seven different 
facilities, representing five major geographic regions in Tunisia, an adequate sample for the 
development of National Diagnostic Reference Levels. Dose evaluations included CTDIvol, 
DLP, Effective Doses and organ doses.  

Dose measurements for the determination of CTDI were performed using a CT reference 
PMMA 16 cm diameter phantom, representing a child placed at the isocentre of the CT scanner. 
A calibrated pencil-type ionization chamber Model RaySafe Xi with 10 cm sensitive length 
was used in conjunction with the protocols of the ImPACT group [1] and the IAEA TRS457 
[2]. 

CT organ doses and effective doses were obtained using the ImPACT CT Dosimetry software 
package ver.1.0.4 (27/05/2011) [3]. 

The different pediatric CT protocols and practices as well as the image quality were also 
evaluated. 

RESULTS 

Results showed large variations in doses different radiology departments. The proposed 
national DRLs, in terms of 75th percentile, across all age categories, were 26–51 mGy (CTDIvol) 
and 384– 978 mGy.cm (DLP) for Head examinations; 8–16mGy (CTDIvol) and 118–579 
mGy.cm (DLP) for Chest examinations; and 9–18mGy (CTDIvol) and 353–1073 mGy.cm 
(DLP) for Abdomen examinations (Table 1). 

 

 



Contribution ID: 208  Type: Poster 
 

369 
 

Table 1.  Proposed National DRLs for Head, Chest and Abdomen examinations 

 
Median Effective dose estimates for the total sample were 2.2–2.7 mSv, 6.3–8.8 mSv and 6.6–
15.8 mSv for head, chest and abdomen examinations, respectively. Organ doses can reach 52 
mGy for Eye lens and Brain (Head CT), 62 and 20 mGy for Breast and Thyroid, respectively, 
(Chest CT) and vary between 3 and 58 mGy for Colon (Abdomen CT). 

Our results were in good agreement with some previous studies and higher than others. These 
variations suggest that pediatric patients are still exposed to a large amount of unnecessary 
radiation and the optimization is not fulfilled. 

CONCLUSIONS 

This is the first pediatric CT dose assessment entirely based on a national pilot study. This 
study shows that optimizing protection for pediatric CT procedures should be a priority 
especially within the regional hospitals. 

The implementation of corrective actions will take place after the initial DRLs. These actions, 
including recommendations and guidelines to good practice, should be a joint effort of all 
stakeholders, including health authorities, radiation protection regulators, professional 
societies and universities using interdisciplinary working groups. 
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  Head Chest Abdomen 

CTDIvol 

 Median 75thPer Median 75th Per Median 75th Per 
<1 22,7 25,9 7,8 7,8 8,8 8,8 
1-5 31,2 37,6 7,9 9,8 8,2 12,8 
5-10 42,4 50,7 10,3 12,2 16,4 16,6 
10-15 46,8 50,8 15,0 16,3 17,3 18,5 

DLP 

<1 344 384 118 118 353 353 
1-5 545 664 245 330 244 485 
5-10 822 873 284 442 388 1204 
10-15 817 978 502 597 737 1073 
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BACKGROUND 

Ionizing radiations have an indispensable role in diagnostic radiology and clinical treatments 
of patients. The delivered doses to the patients should be well optimized to minimize the 
harmful effect of the X-ray examinations [1]. 

METHODS 

For this work, patient and radiographic data (high voltage, filtration, field size and focus to skin 
distance examinations…) for many paediatric and adult patients performing these X-rays 
examination parameters have been collected. These data have been collected for some hospitals 
in Madagascar using these different technologies of the X-rays machines. Entrance Surface Air 
Kerma (ESAK) was determined for each patient [2], using the X- rays tube output and 
calibrated thermoluminescent dosimeters (TLD-100) at the Secondary Standard Dosimetry 
Laboratory of the “Institut National des Sciences et Techniques Nucléaires –Madagascar”. The 
QC kit for X-ray (model PTW NOMEX Multimeter and 3036 Radcal dosimeters) was used for 
the purpose of these measurements. 

Patient Dosimetry Using TLD 

 

Figure 1. Patient ESAK measurement using TLD. 

 

 

 

 

 

F.F.D: Focal Film Distance 

P.T: Patient Thickness 

T.F.D: Table Film Distance 

P.F.D: Patient focal Distance 
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RESULTS 
 

Table 1.Summary of mean, minimum, maximum ESAK values for all age groups 
 
X-Ray 
examination Age (Year) ESAK (mGy) 

Minimum Maximum Mean 

Abdomen  [AP] 

[0 - 1] 0.011 0.180 0.095 
[1 - 5] 0.008 0.628 0.318 
[5 - 10] 0.186 1.251 0.718 
[10 - 15] 0.172 1.612 0.730 

Chest [PA/ LAT] 

[0 - 1] 0.010 0.730 0.370 
[1 - 5] 0.043 0.536 0.204 
[5 - 10] 0.016 0.761 0.271 
[10 - 15] 0.022 0.144 0.283 

Head [PA] 

    
[1 - 5] 0.300 0.393 0.360 
[5 - 10] 0.163 0.774 0.464 
[10 - 15] 0.192 1.454 0.604 

Hand region 
    

[1 - 5] 0.072 0.114 0.099 
[5 - 10]  0.072 0.072 

Abdomen [AP] 

Adult 

0.546 3.515 1.795 
Chest [PA] 0.125 4.24 0.562 
Head [PA] 0.862 1.712 1.199 
Hand Region 0.123 0.835 0.700 

 
CONCLUSIONS 

The variations of exposition doses versus the age of the peadiatric patient are not significant. 

During X-ray examination, adult patients received significant exposure dose compared with 
children. Measurements and calculations performed throughout the present work represent a 
good asset to implement a national data base and then, to establish a national Dose Reference 
Levels [3]. 
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BACKGROUND 

An Integrated Regulatory Review Service (IRRS) mission conducted in Zimbabwe by the 
International Atomic Energy Agency in 2014, noted some gaps in the national regulatory 
framework for radiation safety for it to align with the IAEA Safety Standards, which are the 
international benchmark for safety. One of the paramount gaps was the fact that although the 
regulations allow for establishment of Diagnostic Reference Levels, they have not been 
implemented for optimisation of medical exposures to radiation.   United Nations Scientific 
Committee on Effects of Atomic Radiation (UNSCEAR) has reported medical exposures as 
the greatest contributor of man-made exposures to the population worldwide and trends of the 
medical use of radiation have been shown to escalate over the years (IAEA, 2007). Surveys 
conducted in different countries for the same type of procedures show doses that differ by 
orders of magnitude according to IAEA (IAEA, 1995) and Essien et al. (2016), further showing 
the need for standardisation which may effectively be achieved through the establishment of 
DRLs. Bulawayo, a cosmopolitan city in Zimbabwe, which caters for patients not only from 
the Bulawayo Metropolitan province but also surrounding provinces like Matabeleland North, 
Matabeleland South and Midlands has not only shown an increase in acquisition of diagnostic 
radiology equipment but has also taken a great technological shift from conventional to digital 
technology. These factors make it vital that DRLs be established as a matter of urgency because 
digital radiography comes with the risk of overexposures that can go undetected. The aim of 
this study was to establish DRLs starting with three most frequent procedures in Bulawayo. 

METHODS 

An indirect method of measuring ESAK was adopted in the development of DRLs using 
semiconductor detectors (Nnamdi  and Jibiri, 2016., Kowo, 2013). A total number of seven x-
ray rooms were used in the study from three major public hospitals and two frequented private 
centres considering all adult patients who reported to the facilities during the study period for 
chest PA, pelvis AP and lumbar spine AP procedures. Patient exposure parameters, x-ray tube 
focus-to-couch and focus-to-patent surface distances were measured and used in the calculation 
of DRLs. Statistical analysis was used in computing DRLs as the third quartile values of the 
mean ESAK distribution obtained in the seven x-ray rooms for the three procedures. 

RESULTS 

Large variations on ESAK values were observed within x-ray rooms as well as among different 
x-ray rooms and the characteristic of lower doses associated with digital systems (Direct Digital 
Radiography and Computed Radiography) was not observed from the results obtained, 
showing the need for dose optimisation in the province. The DRLs established in the study 
were comparable to some published DRLs although it was noted that there is room for further 
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optimisation. 3.98 mGy was established for the chest PA procedure, 6.92 mGy for the lumbar 
spine AP procedure and 9.04 mGy for the pelvis AP procedure. 

CONCLUSIONS 

The conclusion and recommendations of the study are for the established DRLs to be 
implemented in Bulawayo as well as countrywide and also for standardisation of procedures in 
the country. 
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BACKGROUND 

Radiation risks associated to fluoroscopically-guided interventional procedures [1,2] require 
keeping patient doses as low as possible while achieving the optimal benefits to health for 
optimized patient and medical staff radiation protection. 

METHODS 

The study prospectively collected exposure parameters (e.g. air kerma-area product (PKA), air 
kerma at patient entrance reference point (Ka,r), fluoroscopy time (FT) and number of images 
(NoI)) for interventional cardiology patients treated between April 2016 and December 2017 
by 15 interventional cardiologists at 3 private Lebanese hospitals. The study population hence 
includes 1726 patients who underwent diagnostic coronary angiography (DCA) procedures, 
644 patients receiving percutaneous coronary interventions (PCI). 

The 3 fluoroscopic units used in this study were GE/Innova 2100 in hospitals A and B and 
Siemens/Artis Zee in hospital C. All the devices were Single-plane x-ray units equipped with 
flat panel detectors. The tubes had an inherent filtration of 3.5 mm Al for hospitals A and B 
and 2.5 mm Al for hospital C at 70 kV. Additional copper filters ranged in thicknesses from 
0.2 to 0.3 mm Cu. 15 frames/s were used in both fluoroscopy and cine acquisition modes in all 
the hospitals. 

Two simple optimization measures were implemented in each hospital. These include 
increasing the additional filtration (from 0.3 to 0.6 mm Cu for hospitals A and B and from 0.2 
to 0.6 mm Cu for hospital C in fluoroscopy mode) and decreasing the number of frames (from 
15 to 7.5 frames/s in fluoroscopy mode for hospitals A and B and from 15 to 7.5 frames/s in 
cine acquisition mode for hospital C). 

The collection of exposure parameters were performed during the pre-dose reduction period 
P0 (one year from hospitals A and B and 3 months from hospital C) and the post-dose reduction 
period P1 (9 months for hospitals A and B and 1 year for hospital C) 

RESULTS 

Compared with the pre-dose reduction period P0, patients' median PKA (respectively Ka,r) value 
in the post-dose reduction period P1 was reduced by 34%, 12% and 55% (37%, 9% and 54%) 
during DCA in hospitals A, B and C respectively. These were 40%, 16% and 43% (43%, 16% 
and 40%) during PCI. The Mann-Whitney U test showed that PKA and Ka,r were significantly 
lower (p < 0.05) for both DCA and PCI when compared between P0 and P1. 
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Nonetheless, one should note that median PKA and Ka,r values during PCI in hospitals A and B 
remain higher than the recent European diagnostic reference levels (PKA = 85 Gycm2 and Ka,r 

=1200 mGy)[3] and need further optimization. 

Table 1.  The median of exposure parameters per procedure type for the patient population 
performed in the pre-dose reduction (P0) and post-dose reduction (P1) periods in the 

participating hospitals 
Procedure 
Type Hospital Periods Number 

of 
 

FT (min) PKA 
(Gycm²) 

Ka,r 
(mGy) NoI 

DCA 

A P0  195 2.4 44 569 522 
P1 83 2.5 29 361 270 

B P0  301 2.2 57 696 509 
P1 281 2.1 50 636 503 

C P0  148 2.6 22 372 339 
P1 718 2.3 10 170 231 

PCI 

A P0  146 11.4 171 2211 1239 
P1 100 12.5 102 1264 1179 

B P0  113 7.3 155 1778 900 
P1 95 7.5 130 1501 864 

C P0  37 11.2 42 722 475 
P1 143 8.2 24 431 373 

 

CONCLUSIONS 

The present study highlights that simple dose-reduction strategies can yield high exposure 

reduction (12-55% for PKA and 9-54% for Ka,r) for DCA and PCI. Further efforts are needed to 
optimize the medical exposures in hospitals A and B. Radiation protection training of the 
medical staff and/or optimization of the x-ray unit's settings/protocol could reduce the doses 
and protect the patient and the medical staff from the harmful effects of radiation. 

REFERENCES 

[1] NATIONAL COUNCIL ON RADIATION PROTECTION AND MEASUREMENTS, 
Radiation dose management for fluoroscopically-guided interventional medical 
procedures, Report No. 168, Bethesda, Maryland (2011). 

[2] INTERNATIONAL COMMISSION ON RADIOLOGICAL PROTECTION, 
Radiological Protection in Cardiology, Publication 120, Pergamon Press, Oxford and 
New York (2013). 

[3] SIISKONEN, T., CIRAJ-BJELAC, O., DABIN, J., Establishing the European 
diagnostic reference levels for interventional cardiology, Physica Medica 54(2018) 42-
48. 

 



Contribution ID: 331  Type: Poster 
 

376 
 

Diagnostic Reference Levels for Diagnostic Radiology Examinations in 
Northern Iran 

F. Niksirata 
A. Shabestani Monfareda, M. R. Deevbandb, M. Paymarda, R. Bordbara, M. Nabahatia, 
K. E. Gorjia 
aBabol University of Medical Sciences, Babol, Iran 
bShahid Beheshti University of Medical Sciences, Tehran, Iran 

Email address of Corresponding Author: monfared1345@gmail.com 

BACKGROUND 

In the field of medical imaging, the radiation protection of the patients is based on the basic 
principles of practice justification and dose optimization [1, 2]. The International Commission 
of Radiation Protection (ICRP) introduced Diagnostic Reference Level (DRL) as a useful tool 
for limiting variations in dose among diagnostic imaging centers [3, 4]. The aim of this study 
was to investigate the current levels of patient radiation dose for some common radiography 
examinations in northern Iran. 

METHODS 

In this study, 13 public hospitals in the north of Iran were selected for review and required data 
collected for 10 adult patients with mean weight of 70±10kg in each projection. questionnaire, 
comprising information on the patient data; the institutional data and X-ray machine data (kVp, 
mAs, HVL, FSD, output in clinical kVps, production year image receptor type, generator type, 
grid usage, and exposure setting) were obtained and recorded. In order to measure x-ray output 
tube, the dosimeter RTI model Barracuda calibrated has been applied for measuring air karma 
within energy range of 40-150kvp. ESAK and ESD parameters, usually used for monitoring 
DRL in radiography, were calculated. Also Mean Glandular Dose (MGD) represents the 
effective dose absorbed by the breast was estimated and calculation done in order to define 
DRL. 

RESULTS 

The regional DRL was settled for Skull (PA), Skull (Lat), Cervical spine (AP), Cervical spine 
(Lat), Chest (PA), Chest (Lat), Abdomen (AP), Lumbar spine (AP), Lumbar spine (Lat), Pelvis 
(AP), Thoracic spine (AP), and Thoracic spine (Lat) in computed radiography examinations. 
Table 1 presents the summary of minimum, maximum, average dose and regional diagnostic 
reference levels (mGy) for each X-ray examinations. DRL for mammographic views 
(Craniocaudal and mediolateral oblique) are suggested 0.71 and 1.07 respectively. 
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Table 1.  Summary of minimum, maximum, average dose and regional diagnostic reference 
levels (mGy) for each X-ray examinations 

Examination Mean ± SD Min Max Third quartile (DRL) 

Skull (AP/PA) 0.97±0.41 0.32 2.14 1.3 

Skull (LAT) 0.86± 0.39 0.3 2.13 1.17 

Cervical Spine (AP) 0.52±0.26 0.17 1.38 0.77 

Cervical Spine (LAT) 0.66±0.31 0.02 0.15 0.06 

Chest (PA) 0.6±0.31 0.13 1.12 0.63 

Chest (LAT) 0.85±0.43 0.25 1.98 1.11 

Thoracic Spine (AP) 1.44±0.5 0.6 3.23 1.73 

Thoracic Spine (LAT) 2±0.77 0.64 4.72 2.35 

Lumbar Spine (AP) 2.36±1.29 0.85 7.2 2.69 

Lumbar Spine (LAT) 3.62±1.78 0.9 10.2 4.22 

Pelvis (AP) 1.43±0.69 0.56 3.58 1.23 

Abdomen (AP) 1.65±0.79 0.58 4.04 2 
 

CONCLUSIONS 

The results of this study provide valuable information about the patient dose in northern Iran. 
The wide variations in the patient dose levels, even in the same procedures carried out by 
different radiographers is mainly due to the choice of different exposure setting, focus to film 
distance and finally output of the x-ray units. Periodic quality control testing and monitoring 
the technical performance of radiographers might effectively improve the image quality and 
reducing dose to patients. 
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BACKGROUND 

Radiation protection planning is very important aspect of occupational health. Radiation 
protection planning could be greatly enhanced by providing staff with a simple and easy to use 
tool to make source simulations and generate 3D visualizations. 

This study sought to create the 3D visualization method that any potential user could emulate 
and adapt for a variety of purposes. Furthermore, this software could be a useful tool for 
generation of 3D visualizations for augmented reality applications. 
 
METHODS 

A field is divided into a set of finite elements with each element containing a series of bounds, 
an intensity value and a central coordinate. Each element is considered to act as a single 
representation of an intensity value for a field within the local bounds of that element. These 
elements are geometrically simple shapes such as cubes or boxes. These individual elements 
can be thought of as a physical representation of a volumetric pixel (voxel) [4]. Voxels can be 
used to represent data in a three-dimensional space as they contain both a physical location and 
a value at that location. Using basic shapes simplifies the arrangement of these elements into a 
single model where all the elements can be fitted together so their boundaries do not overlap 
each other. Theoretically an intensity value is not limited to a single type of information (e.g., 
dose rate); any type of information could be visualized using this method. Example dose 
visualization is shown in Figure 1. 

 

Figure 1.  Experimental radiation field visualization for Varian Clinac iX, 6MV, field 
40x40cm. 

RESULTS 

Software accuracy was evaluated in the following stages: 

1) assessment of the radiation source Monte Carlo model accuracy relative to the measurements 
in water phantom, 
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2) visualized dose model accuracy relative to the KERMAAIR measurements – point dose in 
software compared with measured dose at specified coordinate in room. 

For evaluation purposes a linear accelerator Varian Clinac iX head model was created. Monte 
Carlo simulations were performed for  6MV beam at the field sizes of 5 cm x 5 cm, 10 cm x 
10 cm, 15 cm x 15 cm and  20 cm x 20 cm. Results verified relative to the measurement in IBA 
Blue Phantom. Established MC linac head model accuracy assessed as appropriate for the 
continuation of the experiment. 

For further evaluation of the program was created for the linac bunker 3D model, with radiation 
source (linac) inside. 

Radiation source data was taken from simulations mentioned above. After completion of the 
visualization, point doses from model was taken for 46 points and compared with measured 
dose under the same conditions. 

Results obtained vary between 3.54% and 21.09% in relation to the measured dose. In addition, 
there is a trend that the error increases with increasing distance from isocenter. It could be 
explained by the fact that the precision of measurement is less at lower dose rate. The numerical 
values are partly summarized in the Table 1. 

Table 1.  Calculated error [%] of simulated dose vs. measured dose. 
X [cm] Y [cm] Z [cm] Δ% 
0 0 100 3.54 
50 50 100 8.32 
300 300 100 21.09 

 
CONCLUSIONS 

In this study, a novel methodology for the display of 3D radiation fields was developed. A new 
approach was formulated which focused on keeping the field definition process separate from 
the modeling process to maximize potential definition techniques. 

The types of expected issues associated with 3D radiation field visualizations were discussed 
and analyzed. Overall design requirements for this type of program development were 
established and eventually shown to have been achieved. The software product obtained in this 
study, of course, require improvements and adjustments, but generally it has been demonstrated 
that it is able to operate for its intended purposes.  
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BACKGROUND 

Clinical implementation of advanced external beam radiotherapy techniques such as 
volumetric modulated arc therapy (VMAT) or intensity modulated radiation therapy (IMRT) 
requires well developed quality assurance (QA) programme but also pre-treatment verification 
of patient therapy plan and gamma analysis. In VMAT technique, many parameters of the 
linear accelerator are changing (speed of gantry rotation, speed of multileaves collimator 
(MLC) as well as dose rate), and must be synchronized in order to deliver the plan from the 
treatment planning system (TPS). The TPS provides data on gantry angle positions, MLC 
positions and number of monitor units for defined arc segment through a number of control 
points in the plan. This information is supplied to the linac, which uses these control points to 
vary speed and position of gantry and MLC, as well as the dose rate. The verification can be 
done in different ways, of which mostly used are 2D detector arrays and radiochromic films. 
The detector that we used clinically was Matrixx Evolution detector (manufacturer IBA 
Dosimetry, Germany). Matrixx consists of 1020 vented ionization chambers arranged in a field 
of 24.4 cm x 24.4 cm, with pixel-to-pixel distance of 7.62 mm. The volume of each chamber 
is 0.08 cm3 of 4.5 mm diameter and 5 mm height. The effective depth of measurement is ~3.6 
mm below the detector surface. In case of rotating gantry and fixed detectors positions, the 
response of ionisation chambers with gantry angle should be determined, or used one provided 
by manufacturer. 

METHODS 

The Matrixx detector was CT scanned in clinical conditions, exported to TPS Monaco (Elekta, 
UK), contoured and then the treatment plan was generated. The plan consisted of a set of fixed 
beams 10 cm x 10 cm, gantry angles 0° - 360° step 10°, except in lateral beams where in gantry 
angle range 80° - 100° step was 2°, and 260° - 280° step was also 2°, which sums up 52 angles. 
The beam used was 6 MV from a Versa HD (manufacturer Elekta, UK). The prescription point 
was to the isocenter. Two sets of measurements were done: with gantry angle sensor and 
without gantry angles sensor. The gantry angle correction factors with gantry angle sensor were 
compared with the results without gantry angle sensor, and with correction factors supplied by 
IBA (so called LUT tables). Clinical correction factors were calculated for the selected pixels 
according to formula: Correction factor for the row i and column j pixel calculated as 
CFij=(TPSij/Mij)/(TPSij/Mij)0, where (TPSij/Mij)0 is the value at 0 degree gantry angle: TPSij is 
the TPS data at angle 0, and Mij is the measurement at 0 degrees averaged over four central 
pixels. Since the central axis as projected to the Matrixx surface, is actually surrounded by four 
pixels, the data are calculated as the mean value of central 4 pixels. The plot was generated in 
Origin, as dependence of CF on gantry angle. 
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RESULTS 

Measurement sets with and without gantry angle sensor show good agreement (less than ±1% 
difference), for beam angles 0°-80° and 280°-360°, for all other angles the discrepancy is 
greater, ~5% except between angles 92°-98° and 264°-268° where it goes up to 13%. This 
confirms the necessity of using the gantry angle correction. When compared to TPS data, great 
difference is also observed in these angles, which indicates necessity of use of correction 
factors dependant on angle and energy. The correction factors were calculated for 6 MV and 
10 cm x 10 cm field, for central pixels, and results are given in Graph 1. Black dots are defaults 
supplied by manufacturer, while red dots represent measured averaged pixel values when 
gantry angle sensor is used, and blue triangles the results when gantry angle sensor is not used. 
The under response was measured on angles above the patient table (86-90) and 270-274 deg, 
while overresponse on angles 92-98 deg and 100-268 deg. The LUT factors provided by 
manufacturer correspond well to the measured data. 

CONCLUSIONS 

The results clearly show the influence of gantry angle dependence on result of dosimetric 
verification of QA patient plan. The correction factors for this particular detector were 
calculated and compared to IBA provided, and their correlation agree with literature data. 
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BACKGROUND 

The occurrence of secondary malignancies in patients treated with radiation was found to be 
maximum in the normal tissue surrounding the target where the highest dose was delivered [1]. 
An increased risk of cancer incidence after exposure to low doses has been previously reported 
[2, 3]. 

In clinical photon beams, the dose outside the geometrical field limits is produced by photons 
originating from head leakage, scattering at the beam collimators and the flattening filter (head 
scatter) and scattering from the directly irradiated region of the patient or phantom [4]. 

An accurate assessment of the secondary cancer risk following a treatment with radiation 
requires a detailed knowledge of the dose profile outside the tumor [5]. 

TPSs are modeling the treatment fields to deliver adequate dose to PTVs. Many planning 
algorithms are developed for accurate dose predication in field dosimetry, while out-of-field 
dose predictions are poor [6, 7]. 

METHODS 

This work aims to provide a comparison between Markus and Pinpoint ionization chamber 
detectors that are frequently used in electron and photon dosimetry, respectively in 
radiotherapy. This is carried out through the application of these detectors in estimation of the 
out-of-field dose with important dosimetric parameters such as field size (from 5 x5 cm2 to 30 
x30 cm2) and depth (from 1.5 cm to 30 cm) at energy 6 MV and collimator angle 0° at SSD 
100 cm. 

RESULTS 

Results show that, the Markus and Pinpoint detectors both reported an increase in out-of-field 
dose with field size, depth. In almost all measurements, Pinpoint detector reported considerably 
higher out-of-field dose values compared to Markus. For 6 MV and 0° collimator angle, the 
out-of-field dose at field size of 5 x 5 cm2 (depth of 1.5 cm) is 1.9% for Pinpoint detector 
compared to 1.1% for Markus and at field size of 30 x 30 cm2 (depth of 1.5 cm) is 7.3% for 
Pinpoint detector compared to 4.4% for Markus. The out-of-field dose for a depth of 1.5 cm 
(field size of 10 x 10 cm2) is 3.1% for Pinpoint detector compared to 2.3% for Markus and for 
a depth of 30 cm (field size of 10 x 10 cm) is 7.9% for Pinpoint detector compared to 5.5% for 
Markus. Measured out-of-field dose by pinpoint detector underestimated in the calculated at 
different field sizes (2.6% instead of 3.2% at field size of 10 x 10 cm2 and 5.2% instead of 7.3% 
at field size of  30 x 30 cm2) and different depths (2.7% instead of 3.1% at depth of 1.5 cm and 
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4.1% instead of 4.2% at depth of 30 cm) in      the contrary to the measured out-of-field dose 
by Markus detector which overestimated in    the calculated at different field sizes (2.7% instead 
of 2.3% at field size of 10 x 10 cm2 and 5.2% instead of 4.4% at field size of 30 x 30 cm2) and 
different depths (2.7% instead of 1.1% at depth of 1.5 cm and 4.1% instead of 3.4% at depth 
of 30 cm). 

 

CONCLUSIONS 

The considerably higher out-of-field dose values reported by Pinpoint detector compared to 
Markus can be explained due to the relatively higher sensitivity of Pinpoint detector in the 
detection of low doses (such as out-of-field doses). 
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BACKGROUND 

A secondary dose to the patient in a high-energy x-ray external beam radiotherapy treatment 
(≥10 MV) is due to neutron radiation, which is a by-product of the [γ,n] reactions with high-Z 
materials in the LINACs head. The amount of secondary neutron dose varies with LINAC 
model and treatment room design, the seek of an adequate, quick and easy way of measuring 
neutron dose around the treatment couch is essential for providing useful information in 
treatment planning for patients with highly radiosensitive zones [1]. 

METHODS 

The measurements took place in the Radiotherapy department of the Maggiore Hospital in 
Trieste providing an Elekta-Synergy 3028 LINAC, where the medical physics staff also kindly 
supplied also a Berthold LB 6411 neutron probe and a RW3 Slab Phantom. 

Two methods for assessing out of field neutron dose at various distances from the isocenter 
have been inspected: a specially designed mini-phantom neutron dosimeter (in polyethylene 
and boron enriched carbon fiber) based on Bubble Detectors (BTS & BD-PND) and the 
Berthold LB 6411 neutron probe. 

 

Figure 1.  Experimental set-up at Maggiore Hospital, Trieste. 

The mini-phantom neutron dosimeter had four modules, each with a polyethylene drawer 
containing a Bubble Dosimeter for thermal neutron energies (BDT) and one for fast neutron 
energies (BD-PND) separated by a boron enriched carbon fiber plate, apt for neutron 
attenuation analysis. 

Elekta Synergy 3028 

15x1 cm RW3 Slab 
Phantom 

neutron probe 
Berthold LB 6411 

Bubble Detector 
mini-phantom 

neutron dosimeter 
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RESULTS 

Graph 1. shows the out of field relative neutron dose measured at various distances from the 
isocenter along the treatment couch for a 15 MV photon beam striking a 15x30x30 cm3 RW3 
Slab Phantom with field size 1x1 cm2 and 10x10 cm2. The Bubble Dosimeters considered are 
those in the closest external module, and the red dotted lines show an ideal narrow beam 
geometry approximation to point-like source at isocenter. 

Graph 1. Of out of field measured neutron dose comparison. 

Dose attenuation in the mini-phantom neutron dosimeter proved the existence of a scattered 
neutron component from the bunker walls. A dose decrement was observed in the nearest 
modules while an increment occurred in the farther external module. 

CONCLUSIONS 

The acquired data shows the neutron probe’s underestimation of the present neutron dose due 
to dead time issues in fields with pulsed time structure [2], which instead does not affect the 
Bubble Dosimeters readings, where fast neutron dose prevails. BDTs and BD-PNDs are 
suitable for neutron dose determination in a radiotherapy treatment because of their energy 
sensibility to the primary components of a LINACs neutron energy spectrum [3], while 
monitoring with the neutron probe Berthold LB 6411 results not recommendable in these 
conditions. 
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BACKGROUND 

Commissioning of stereotactic cones requires careful selection of appropriate detectors. 
Recently published the IAEA Code of Practice (TRS-483) provides valuable information and 
guidance on dosimetry of small static photon fields [1]. The aim of the current work was to 
review the suitability of several detectors for commissioning of stereotactic cones, to compare 
detector specific output correction factors (OCF) with those published in the TRS-483 and to 
supplement it with the data on three new detectors. 

METHODS 

Eight commercial detectors have been used to measure output factors and profiles for 
stereotactic cones on Varian TrueBeam linear accelerator using 6 MV with and without 
flattening filter (WFF and FFF, respectively) and 10 FFF beams. The nominal cone diameters 
were 4, 5, 7.5, 10, 12.5, 15 and 17.5 mm and jaw size settings 50x50 mm2 (MLC retracted). 
The detectors included: IBA Razor diode, IBA Razor chamber, IBA nanoRazor chamber, PTW 
diode P (60008), PTW diode E (60012), PTW SRS diode (60018), PTW MicroDiamond 
(60019) and Sun Nuclear Edge diode. The detectors were positioned with their stem parallel to 
the beam axis, except Edge diode which was positioned horizontally due to its design. PTW 
MP3-M water tank was used for the measurements and detectors were positioned with their 
effective point at a depth of 10 cm (SSD=90 cm) and profiles with the step size of 0.2 mm were 
acquired in X and Y direction. Penumbra and field sizes were calculated for each detector from 
FWHM. For output factor measurements the detectors were connected to PTW Unidos Webline 
electrometer and the maximum reading was found for each detector and three smallest cones 
by moving it in the increments of 0.2 mm along X and Y axis. 

For the determination of OCF and cone sizes two reference detectors have been used (Standard 
Imaging Exradin W1 scintillator and Ashland Gafchromic EBT3 film) with the approach 
described elsewhere [2]. 

The equivalent square field sizes were found using the following relation to the measured 
radius of the cone [1]: 

𝑆𝑆𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 = 𝑟𝑟√𝜋𝜋 = 1.77𝑟𝑟 

RESULTS 

Detector specific correction factors for different detectors and three energies are presented in 
Figure 1. 

The largest variation is seen for PTW diode P (60008) and IBA nanoRazor chamber. It should 
be noted however, that both studied ion chambers, IBA nanoRazor chamber and IBA Razor 
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chamber were positioned with their stem parallel to the beam. While for IBA Razor chamber 
such positioning resulted in the smallest correction among the studied detectors for all cones 
except the smallest 4 mm due to small active area cross-section for the beam and minimized 
stem effect, the IBA nanoRazor chamber showed larger correction despite being smallest in 
active volume (0.003 cm3). The minimal correction for IBA nanoRazor chamber was seen 
when it was positioned perpendicular to the beam (data not shown). Moreover, the parallel 
positioning of the IBA nanoRazor chamber leads to overresponse which is typically seen for 
solid state detectors, but not for ion chambers. 

PTW MicroDiamond (60019), IBA Razor diode and IBA Razor chamber had the smallest field 
size differences with the film, while IBA Razor diode and PTW SRS diode (60018) had the 
smallest penumbra values. 

 

Figure 1.  Detector specific output correction factors for three energies and eight detectors. 

CONCLUSIONS 

The detector specific correction factors were determined for stereotactic cones and eight 
different detectors and compared with the data published in the TRS-483. The detector specific 
correction factors for three new detectors are provided and could be a valuable supplement to 
already published data. The variation of OCF with orientation of the ion chamber stem in 
relation to the beam axis for smallest cones were found to be significant due to different volume 
effect and should be accounted for during the measurements. 
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BACKGROUND 

Dose characteristics from miniaturised encapsulated HDR brachytherapy sources such as 60Co 
or 192Ir are used in treatment planning systems and for dose calculations. These depend on the 
source design and the radioisotope used. Experimental procedures and measurements are 
recommended by the AAPM TG-43 to be carried out to verify the dose distribution of 
brachytherapy sources before use [1]. Mpilo Central Hospital has a Multisource Afterloader 
unit (Eckert & Ziegler BEBIG GmbH, Germany) that is being used for gynaecological 
treatment of cancer. It uses a BEBIG 60Co radioisotope of Co0.A86 model. The purpose of this 
study was to use MCNP 6.1 a Monte Carlo code to independently obtain dosimetric parameters 
of a brachytherapy 60Co source as per AAPM-TG 43 recommendation. 

METHODS 

Dosimetric parameters of a Co0.A86 BEBIG Co-60 source model were obtained using the 
geometric design from the manufacturer Eckert & Ziegler BEBIG GmbH, Germany. The 60Co 
source spectrum was obtained from (NuDat, 2004) with the gamma portion of the spectrum 
considered in the source definition. 

Air kerma strength, Sk was simulated with air kerma scored using air filled concentric 
cylindrical rings of 1 cm thick and 1 cm high along the transverse source axis. Simulations 
were performed in vacuo to avoid correction of photon attenuation by air. A spherical water 
phantom of 50 cm in radius with the source at the center was used to obtain two dose rate 
distribution functions. The first dose rate distribution function (along and away) was obtained 
using the grid of cylindrical rings of 0.05 cm thick and 0.05 cm high longitudinal to the source 
axis (along), scored at varying distances transverse to the entire source axis (away). The second 
grid system was composed of concentric spherical sections of 0.05 cm thick and an angular 
width of 1 degree in the polar angle using the AAPM TG-43 coordinate system. 

RESULTS 

Simulated air-kerma strength had a percentage deviation of 0.33 % to the certified source 
strength. Obtained dose rate constant value at the TG-43 reference point had a percentage 
difference of less than 0.2 % to that of the consensus data [2] for the same source model. This 
was also comparable with that obtained by other researchers [3-6] having a greatest percentage 
deviation of 0.73 % to that obtained by (Rogers & Thomson, 2016). 

Comparisons were made with other researchers for dose rate values �̇�𝐷(y,z) of along-away 2D 
Cartesian lookup data at away distances of y = 1 cm, 2 cm, 5 cm and 10 cm and for anisotropy 
function F(r,θ) at polar angles ranging from 0 degrees to 179 degrees and at radial distances of 
1 cm, 4 cm, 10 cm and 20 cm. The data was found to be in good agreement at these comparison 
points. However, notable differences were at peripheral polar angles which were the positions 
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of source tip and the steel cables. Similar agreements in results were also noted for TG-43 
radial dose function, gL(r) at distances from r = 0.25 cm to r = 20 cm. 

CONCLUSIONS 

Monte Carlo simulations for a BEBIG Co0.A86 Co-60 source have been performed as per 
recommendations of the AAPM TG-43 to obtain full dosimetric parameters using MCNP 6.1 
code. Air kerma strength results were in good agreement with those in the certificate. AAPM 
TG-43 parameters that include dose rate constant, 2D along and away dose rate table, 
anisotropy function and radial dose function were determined. They were found to be in good 
agreement with values obtained by other researchers. Validation of treatment planning system 
can also be performed using these dosimetric datasets. 
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BACKGROUND 

The objective of this thesis is to evaluate dosimetric difference between flattening filter free 
(FFF) and flattened (FF) photon beams of Varian True BeamTM linear accelerator and to 
investigate the difference in treatment plan quality of different treatment techniques for 
selected brain cancer with flattening filter beam and flattening filter free beam. 

METHODS 

Non-reference condition dosimetry was performed with IBA water phantom dosimeter system 
(RFA-Blue Phantom) with Omni-Pro Accept-7 software. AAPM TG-51 and IAEA TRS-398 
protocol were used for dosimetry in reference condition for both flattening and flattening filter 
free photon beams. Comparison was made between the two protocols for the two beams. The 
procedure for Dosimetric Leaf Gap and MLC transmission factor measurements were carried 
out according to Varian specified guidelines. The chamber used for beam data collection and 
measurements were CC13, A14SL, A1SL, PTW30012 and FC56-G. 

For treatment plan comparison fourteen patients with brain cancer were studied. A total of 
twenty-eight treatment plans were generated using flattening filter beams and flattening filter 
free beams among which 10 SRS, 6 SRT, 6 VMAT and 6 IMRT plans. 

Standard clinical constrains were provided by the physician for planning target volume (PTV) 
and OARs. These were applied to generate the treatment plans. All plans were optimized and 
calculated using AAA algorithm of Eclipse treatment planning system.  All treatment 
parameters such as iso-center position and beam set up were set to be identical for the flattened 
and the FFF beam plans. The homogeneity index (HI), gradient index (GI), target coverage 
(TC) and conformity number (CN) extracted from Dose-volume curves were used to compare 
the plan quality. The monitor unit number and beam on time were used to evaluate the delivery 
efficiency of treatment plans. 

RESULTS 

Compared with FF beams, Dmax was shallower for FFF beams for all field sizes; the ionization 
curve shows smaller gradient for FFF beams in build up region. The FFF beams depth-dose 
curve shows a faster dose falloff compared with FF beams. As compared to FF beams, the 
output factor for FFF beams shows less variation with field sizes. FFF beams had lower MLC 
transmission and Dosimetric leaf separation than the FF beams. 
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In all four techniques the FFF beams provides the same TC as the FF beams.  However, the 
use of 6MV FFF beams offers a clear benefit in delivery time when compared to 6MV FF 
beams, especially for SRS treatment techniques. It was obtained that compared to 6MV FF 
beam 6MV FFF spared 54.4%, 12.9%, 24.3% and 32.16 % of Beam On Time (BOT) in SRS, 
VMAT, SRT and IMRT techniques respectively. With regard to MU no significance difference 
were observed for VMAT and SRS techniques, but clear difference in MU were obtained in 
SRT and IMRT techniques: 6MV FFF uses higher MU amount than 6MV FF to achieve the 
same TC. The highest difference was obtained in IMRT in which 6MV FFF uses MU 1.5 times 
those of 6MV FF. From DVH analysis of OARs, FFF plans obtained better normal tissue 
sparing effect than FF plans in all four techniques. 

CONCLUSIONS 

As expected, removal of flattening filter alters various commissioning associated parameter 
such as beam quality, MLC Leaves Transmission factor and Dosimetric leaf separation. It was 
observed that IAEA-TRS398 and AAP-TG51 protocols give comparable results for both 
flattened and flattening filter free photon beams for dosimetry in reference condition. 
Negligible difference in beam quality conversion factor was observed using the two protocols 
for both FFF and FF beams. Similarly negligible difference in ion recombination of available 
chambers was obtained using the two protocols. However, relatively higher recombination 
correction factor was observed for FFF beams as compared to FF beams with the same nominal 
energies for both protocols.  The FFF has the benefit of faster treatment delivery with smaller 
dose to normal tissues. Those features will help to increase patient safety, increase patient 
comfort and reduce chance of developing secondary cancers after radiotherapy. In this study, 
we observed that, compared to 6MV FF beams, 6MV FFF beams obtained clear time sparing 
effect in IMRT and SRS techniques. However, in IMRT relatively higher MUs were used by 
6MV FFF as compared to 6MV FF to obtain the same TC. Anyway, in compromise with its 
highest time sparing effect and insignificant difference in MUs between FFF and FF beams, 
for SRS techniques we can conclude that 6MV FFF beams is a good choice for brain treatment 
with SRS techniques. 

REFERENCES 

[1] AL-AHBABI SS, BRADLEY D, BEYOMI M, et al. A comparison of protocols for 
external beam radiotherapy beam calibrations. Appl Radiat Isot.2012;70:1331–1336. 

[2] ALMOND P R, BIGGS P J, COURSEY B M, HANSON W F, HUQ M S, NATH R 
AND ROGERS D W 1999 AAPM’s TG-51 protocol for clinical reference dosimetry 
of high-energy photon and electron beams Med. Phys. 26 1847–70 

[3] ANDREO P, BURNS D T, HOHLFELD K, HUQ M S, KANAI T, LAITANO F, 
SMITH V G AND VYNCKIER S 2000 Absorbed dose determination in external beam 
radiotherapy: an international code of practice for dosimetry based on standards of 
absorbed dose to water IAEA Technical Report Series No 398 International Atomic 
Energy Agency, Vienna (the updated version 12 issued in 2006) 

[4] CASHMORE J, RAMTOHUL M, FORD D. Lowering whole-body radiation doses in 
pediatric intensity-modulated radiotherapy through the use of unflattened photon 
beams. Int J Radiat Oncol Biol Phys. 2011;80:1220–7. 

[5] FOGLIATA et al. Flattening filter free beams from True beam and Versa HD units: 
Evaluation of the parameter for quality assurance, Med.phys.43 (1), January 2016. 

[6] HALL E J, WU C. Radiation-induced second cancers: The impact of 3D-CRT and 
IMRT. Int J Radiat Oncol Biol Phys. 2003;56:83–88. 



Contribution ID: 181  Type: Poster 
 

393 
 

[7] HRBACEK J, LANG S, KLÖCK S. Commissioning of photon beams of a flattening 
filter-free linear accelerator and the accuracy of beam modeling using an anisotropic 
analytical algorithm. Int J Radiat Oncol Biol Phys. 2011;80:1228–37 

[8] J E LYE et al 2016. Comparison between the TRS-398 code of practice and the TG-51 
dosimetry protocol for flattening filter free beams. Phys. Med. Biol. 61 N362 

[9] KARLSSON M AND ZACKRISSON B. Exploration of new treatment modalities 
offered by high energy (up to 50 MeV) electrons and photons. Radiother Oncol. 
1997;43(3):303–09 

[10] KINOSHITA et.al 2017,Comparison of AAPM addendum to TG-51,IAEA TRS-398, 
and JSMP12: Calibration of photon beams in water, Radiation oncology physics  

[11] KOSUNEN A, ROGERS D. Beam quality specification for photon beam dosimetry. 
Med Phys. 1993;20:1181–1188. 

[12] KRY et al 2012.Ion recombination correction factors (Pion) for Varian TrueBeam high-
dose-rate therapy beams. Journal of applied clinical medical physics, volume 13, 
number6 

[13] MARTEN AND TOMMY KNOOS, Combining tissue phantom ratios to provide a 
beam quality specifier for flattening filter free photon 
beams,Med.phys.41(11),November 2014. 

[14] MC EWEN M, DEWERD L, IBBOTT G, et al. Addendum to the AAPM’s TG-51 
protocol for clinical reference dosimetry of high-energy photon beams. Med Phys. 
2014;41:041501–041520 

[15] M LE ROY et al. Assessment of small volume ionization chambers as reference 
dosimeters in high energy photon beams,Phys.Med.Bio.56(2011),5637-5650. 

[16] MUIR B, ROGERS D. Monte Carlo calculations of kQ, the beam quality conversion 
factor. Med Phys. 2010;37:5939–5950. 

[17] VASSILIEV ON, TITT U, PONISCH F, KRY SF, MOHAN R, GILLIN MT. 
Dosimetric properties of photon beams from a flattening filter free clinical accelerator. 
Phys Med Biol. 2006;51(7):1907–17 

[18] WANG L, ROGERS D. The replacement correction factors for cylindrical chambers in 
high-energy photon beams. Phys Med Biol. 2009;54:1609–1620. 

[19] WULFF J, HEVERHAGEN J, ZINK K. Monte-Carlo-based perturbation and beam 
quality correction factors for thimble ionization chambers in high-energy photon 
beams. Phys Med Biol. 2008;53:2823–2836. 

[20] XIAO et al. Flattening filter free accelerators: a report from the AAPM Therapy 
Emerging Technology Assessment Work Group. J. Med phys.2015 volume 16,no 3. 

[21] YUE YAN et al. Dosimetric differences in flattened and flattening filter-free beam 
treatment plans,J.Med,phys.2016 Apr –Jun;92-99. 

 



Contribution ID: 211  Type: Poster 
 

394 
 

Impact of Use of IAEA TRS483 Correction Factors on Commissioning of 
Small Field Dose Calculation Algorithm 

A. Toutaoui 
S. Bencheikh, R. Louelh, H. Mahmoudi, M. Belmessaoud 

Hôpital Chahids Mahmoudi, Tizi-Ouzou, Algeria 

Email address of Corresponding Author: abdelkader.toutaoui@gmail.com 

BACKGROUND 

Accurate dose measurement for small photon beams used in radiotherapy is subject to large 
uncertainties. Solid state detectors (diode, micro-diamond, plastic scintillator, ...) are 
commonly used due to their small sensitive volumes and their high sensitivity. However, 
measurements of the response of some of these detectors up to more than 10% have been 
reported in the measurement of output factors in small fields [1, 2]. These results and the need 
to improve the accuracy of measurements dosimetric parameters of the small photon beams 
used in modern radiotherapy techniques (IMRT, VMAT, SRS, ...) motivated the development 
and publication of a new code of practice, IAEA TRS 483, providing correction factors capable 
of unifying measurements from a wide range of small field dosimeters [3,4]. 

In this study, we demonstrate the use and validation of the correction factors of this IAEA code 
of practice in the commissioning of the BrainLab iPlan treatment planning system in the 
radiotherapy department at the Hôpital Chahids Mahmoudi (Tizi-Ouzou, Algérie). Small fields 
are obtained either with a multi-leaf collimator or with circular cones. 

METHODS 

The small photon beam output factors required for the commissioning of the Brainlab Iplan 
TPS were measured on a Varian iX23 accelerator for MLC shaped field sizes of 0.5×0.5, 1×1, 
2×2, 3×3 and 4×4 cm2 with multiple back up jaw sizes. The output factors of photon beams 
collimated by circular cones of 4, 7.5, 10, 12.5, 15, 17.5 and 20 mm in diameter were also 
measured. Measurements were made with PTW micro-diamond (60019) and diode (60017) 
detectors in photovoltaic mode. Specific correction factors for detector and field size in Table 
26 of the IAEA TRS 483 report were used to correct all readings [3]. Correction factors 
corresponding to the smallest aperture (MLC or jaws) were used for each measurement. For 
field sizes for which correction factors are not tabulated in the IAEA report, a linear 
interpolation between the nearest tabulated values has been performed. Measurements with a 
dosimeter that did not require correction factors such as Gafchromic EBT3 film were 
performed and compared to the IAEA corrected readings. The uncorrected raw data and the 
corrected OF were plotted together and compared. 

RESULTS 

The corrected output factors measured as a function of field size for MLC shaped beams and 
as function of cone diameter for circular beams using two solid state detectors are compared to 
ones measured with EBT3 Gafchromic films. For the entire range of field sizes from 5 to 40 
mm, for square MLC shaped fields, the results measured by the two solid-state detectors agree 
with each other to about 1%, with maximum deviation of 0.8 % for the smallest field size of 
5×5 mm2. For the circular beams, the agreement is within 2%. This deviation is observed for 
the 4 mm diameter cone. 
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CONCLUSIONS 

Excellent agreement has been shown between the IAEA corrected output factors between 
multiple detectors for both square MLC shaped small field and cones. The results were further 
validated by comparison with dosimeters such as EBT Gafchromic film that do not require 
correction factors. In particular, for the smallest field size measurement required by the 
BrainLab iPlan TPS (5 mm MLC opening), the well validated output factor result is below the 
historically utilized output factor region suggested by BrainLab. These results motivate change 
in practice and further clinical translation of the recommendations in the IAEA TRS 483 report 
for iPlan users. 
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BACKGROUND 

Stereotactic radiation treatments require small field delivery. The dosimetry of such fields is 
challenging, and a specific formalism was introduced in the last decade. The primary aim of 
this study was to determine the correction factors of 10 MV small square beam (kQs,Q

fsfref or kfs) 

and small modulated beam (kQpcsr,Q

fpcsrfref or kpcsr)  for Pinpoint PTW-31016 ionization chamber, 
using the Gafchromic EBT3 as reference detector. The secondary objective was to apply 
kQpcsr,Q

fpcsrfref on stereotactic radiosurgery treatment (SRS). 

METHODS 

Two different sets of measurements were performed for the estimation of kfs and kpcsr for the 
Pinpoint PTW-31016 ionization chamber, delivered on RW3 phantom at 10 cm depth. The 
reference field for the correction factors estimation was 5x5cm2. Firstly, for kfs estimation a set 
of square beams was delivered to the detectors with different field size with 2Gy dose 
prescription at the isocenter. For kpcsr correction factors four modulated beam with geometry 
similar to the SRS plan were produced with the Monaco treatment planning system (TPS) and 
delivered to the detectors at gantry 0̊ in a sliding window technique. The calculated kpcsr was 
then plotted as a function of beam segment area in order to find a fitting curve that can be used 
to correct ionization chamber measurements in pre-treatment verification of SRS plan. The 
estimation of kpcsr, derived from that fitting, was verified with two clinical patient plans by 
comparing the corrected chamber measurement with the film measurement and with the 
calculated dose from the Monaco TPS. 

RESULTS 

kfs increases as the field dimensions decrease: for 3x3cm2, 2.5x2.5cm2 and 2x2cm2 kfs is close 
to unity, as expected, while it is 1.027(±2.3%) for the 1.5x1.5cm2 and 1.067(±2.9%) for the 
1x1cm2. For the 0.5x0.5cm2 field, kfs is estimated, from the fitting, to be 1.16(±1%). kpcsr 
increases as the segment area decreases and for the modulated beams considered the range of 
variation was between 1.003 and 1.089. 

kfs estimated in this work are in good agreement with published data of kfs at 10MV: the 
differences are 0.1% for 2x2 cm2, 1.5% for the 1x1 cm2 and 1% for the 0.5x0.5 cm2 field. The 
kpcsr fitting curve showed an excellent agreement, with R2=0.999, and hence the fitting curve 
can be used to estimate the kpcsr of modulated beams used in SRS treatment. When we apply 
the kpcsr on the two ion chamber values of the clinical plans, we find a good agreement with 
the film dosimetry: dose difference between chamber and film are <0.5%. The ion chamber 
measurement after correction shows a better agreement with the TPS calculation (DVH mean 
dose to the chamber): dose discrepancy improved from 3.7% to 1.4%. 
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CONCLUSIONS 

The good agreement with the published data of kfs allows us to use them to correct the Pinpoint 
PTW-31016 chamber measurements. kpcsr estimated from the fitting curve can be used to 
correct the ion chamber pre-treatment verification of the SRS coplanar beam; further work is 
required to extend these results for the verification of other kind of SRS treatment, especially 
when non-coplanar beams are used. 
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BACKGROUND 

Any quality Bone Marrow Transplant (BMT) requires Total Body Irradiation (TBI) as part of 
the preparatory conditioning regimen. A BMT replaces the patient’s diseased bone marrow 
with stem cells from a healthy donor (allogenic transplant) or from the patient himself 
(autologous transplant) [1]. 

The main action of Total Body Irradiation (TBI) is undoubtedly total (by means of supra-lethal 
doses) or partial (with sub-myeloablative doses) eradication of radiosensitive hematological 
malignancies [2]. 

TBI is a special radiotherapeutic technique that delivers to a patient’s whole body a dose 
uniform to within ± 10% of the prescribed dose. It is primarily used for suppressing the immune 
system before BMT. In vivo dosimetry is of critical relevance before any TBI is carried out 
because of the complexity in calculation of the dose at different points in the patient and also 
due to the increased risk of patient movements due to the long duration of treatment. 

The task for in vivo dosimetry in the case of TBI is threefold: to determine the dose at the dose 
specification point, usually taken at mid-pelvis or mid-abdomen, to estimate the homogeneity 
of the midline dose distribution at different loci in cranio-caudal direction and to monitor the 
dose at the level of organs at risk (lungs, liver, etc.) [3]. 

The delivery of an accurate dose to the patient is dependent firstly on the accuracy to which a 
radiation beam can be calibrated in a uniform water-like medium and secondly, the dose at any 
point of interest within the patient must be calculated and correlated to this calibration dose. 
However, there are a number of physical parameters that should be considered and optimized 
for each institution implementing TBI. The most common parameters relate to: the energy of 
radiation, treatment distance, choice of antero-posterior (AP) treatments or lateral treatments 
or a combination of these and dose rate [4]. 

METHODS 

Calibration of detectors, Gafchromic EBT3 (GAF), MOSFETs and Ionization chambers (CI), 
was done under reference conditions for use in TBI conditions. Three reference positions: 
Source Axis Distance (SAD) 5m (2m from the wall), SAD 4.5 m (2.5 m from wall) and SAD 
4m (3 m from wall) were chosen with minimal or no backscatter from the wall. A treatment 
technique: Lateral-Lateral (LL), gantry angle 90o, collimator angle 0o and 6MV energy was 
chosen with respect to the nature of the bunker. Percentage Depth Doses (PDDs) were 
evaluated, first with a big water phantom and then with RW3 slab phantom (30x30x30 cm3) at 
the three positions and then compared. The flatness and symmetry of the profiles were 
evaluated from the water PDD data. The beam quality was also determined using 𝑇𝑇𝑇𝑇𝑇𝑇1020 in 
TBI conditions. Then in vivo doses were measured with both GAF and CI using RW3 phantom 
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by taking three points on the RW3 phantom: 5 cm from entrance (entrance dose), middle slab 
(midline dose) and 5 cm from the exit (exit dose). These were compared for GAF and CI. 
Additionally, previsional calculations for Monitor Units (MU) were made to achieve the 
nominal prescribed dose of 2Gy at the umbilicus, with 1Gy from either side of the patient. 
Lastly, the absorption of lead and plexiglass as shielding materials was measured and the 
corresponding absorption curves plotted. 

RESULTS 

The beam was characterized in different setups. A length of 140 cm (pediatric) was found to 
be in the flatness region with a dose variation of 3% while 170 cm (adult) had a dose variation 
of 10%. 𝑇𝑇𝑇𝑇𝑇𝑇1020 was found to be 0.692 at 2.5 m from the wall. The correction factor (for all 
influence quantities) changed from 0.994 in isocentric conditions to 0.991 in TBI conditions. 
GAF, MOSFETs were calibrated and a calibration curve was plotted for GAF while a table of 
calibration factors was made for the MOSFETs. A dose variation of less than 2% was achieved 
between Farmer chamber and GAF readings at similar points in the RW3 phantom. 

CONCLUSIONS 

The beam characteristics were important to understand the behavior of the beam in non-
reference conditions (TBI conditions) and were within tolerance range. as dose variations of 
up ±10% is allowed. 
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BACKGROUND 

The assessment of the type-B uncertainty due to detector positioning in small photon fields. 
This uncertainty can be caused by uncertainties in the determination of the position of the 
maximum dose, the step width of the scanning phantom and uncertainties in collimator (re-
)positioning when changing the field size. While positioning makes up an important 
contribution to the overall dosimetric uncertainty of small fields, there is limited consensus 
how to assess this uncertainty and published uncertainty estimates for similar experimental 
conditions can vary by up to an order of magnitude. 

METHODS 

Assuming that the beam profile of small photon fields near the maximum dose can be 
approximated by a second order polynomial (D(x)) and the probability distribution of the 
relative position of the detector (x) to the position of the maximum dose (x0) within a maximum 
displacement (a) can be described by a rectangular function (p(x)), the expectance value (E), 
its variance (var) and relative type-B standard uncertainty, 𝑢𝑢𝐵𝐵,𝑄𝑄, can be expressed as: 

 𝐷𝐷(𝑒𝑒) = 𝑝𝑝0 + 𝑝𝑝1𝑒𝑒 + 𝑝𝑝2𝑒𝑒2 (1) 

 𝑝𝑝(𝑒𝑒) =  1
2𝑐𝑐

 (2) 

 𝑝𝑝 = ∫ 𝐷𝐷(𝑒𝑒 + 𝑒𝑒0)𝑝𝑝(𝑒𝑒)𝑑𝑑𝑒𝑒 = 𝑐𝑐
−𝑐𝑐  𝑝𝑝0 −   𝑝𝑝12

4𝑝𝑝2
+  𝑐𝑐

2  𝑝𝑝2
3

 (3) 

 𝑣𝑣𝑎𝑎𝑟𝑟 = 𝜎𝜎2 = ∫ (𝐷𝐷(𝑒𝑒 + 𝑒𝑒0) − 𝑝𝑝)2𝑝𝑝(𝑒𝑒)𝑑𝑑𝑒𝑒 = 𝑐𝑐
−𝑐𝑐  4𝑐𝑐

4 𝑝𝑝22

45
 (4) 

 𝑢𝑢𝐵𝐵,𝑄𝑄 = √𝜎𝜎2

𝑅𝑅
 (5) 

A beam profile of a 0.5 x 0.5 cm² 6 MV beam produced by a Versa HD (Elekta AB, Stockholm, 
Sweden) was acquired using a microDiamond (PTW, Freiburg, Germany) with a step width of 
0.1 mm. Eq. (1) was fitted to the measured beam profile. The relative standard uncertainty 
contribution to the absorbed dose, 𝑢𝑢𝐵𝐵,𝑄𝑄 was calculated according to Eq. (5) and plotted as a 
function of the maximum deviation (a) between detector and maximum dose in Figure 1. 
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RESULTS 

As expected, the relative standard uncertainty contribution to the absorbed dose due to 
uncertainties in detector positioning increased with increasing maximum detector displacement 
relative to the maximum dose. For a maximum displacement of 0.2 mm, 0.5 mm and 1 mm the 
uncertainty was below 0.1%, 0.5% and 1.9%, respectively. 

 

Figure 1. The relative dosimetric uncertainty due to positioning as a function of the maximum 
displacement. 

CONCLUSIONS 

The proposed formalism allows an assessment of the relative standard uncertainty contribution 
to the absorbed dose due to positioning uncertainties based on beam profile measurements and 
could contribute to harmonization of uncertainty estimation in small field dosimetry. The 
example given, which is representative for typical small fields of size 0.5 cm, shows that 
positioning tolerance in dosimetry should be below 0.5 mm for limiting the uncertainty 
contribution to 0.5%. 
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BACKGROUND 

An International code of practice for reference and relative dosimetry of small static used in 
external beam radiotherapy, TRS 483, was jointly published by the IAEA and AAPM. This 
dosimetry protocol is intended to fill the gap left by the universally adopted codes of practices 
such as TRS398 and TG51 when dealing with small field sizes. 

At the Department of Biomedical Physics belonging to King Faisal Specialist Hospital and 
Research Centre, we have undertaken to test the procedures described in TRS 483 for a set of 
ionization chambers and an Edge detector using a 6 MV flattened photon beam from a Varian 
True Beam machine, circular beams obtained with a cyberknife and several rectangular fields 
from a Tomotherapy machine. For the varian machine, measurements were performed in a full 
circle 3D scanner (San Nuclear Co.) for the Cyberknife and Tomotherapy machines, we have 
used a solid water phantom. 

METHODS 

For the measurement of the quality index, the formalism proposed in the TRS 483 (Palmans 
equation) in order to determine TPR20,10(10) or %dd(10,10)X, starting from TPR20,10(S) or 
%dd(S)X, was verified at the Varian True beam and Tomotherapy machines for several field 
sizes using different detectors. The experimental values of the beam quality index were found 
to be consistent with the calculated ones using the formula of the code of practice (maximum 
deviation for TPR -0.68% for 2 x 2 cm2) field. 

The second part of the work concerns the measurement of the output factors. We have measured 
this factor for the three machines using a Sun Nuclear Edge detector, a PTW pin-point and 
semi-flex chambers and an IBA CC01 chamber.  The field sizes were ranging from 0.5 cm x 
0.5 cm to 10 cm x 10 cm for the Varian accelerator, from 1 cm to 6 cm diameters for the 
Cyberknife and from 1 cm x 0.625 cm to 5 cm x 40 cm for Tomotherapy machine. The field 
output factors were calculated using the output correction factors given in TRS 483 COP. The 
values obtained with the different detectors were compared. 

For each center, the standard deviation with respect to the mean value of the field output factors 
measured with these three different detectors was calculated for each field as a measure for the 
agreement amongst the determined field output factors. 

RESULTS 

For field sizes lying between 10 cm x 10 cm and 1 cm x 1 cm, the values of TPR20,10(10) 
calculated from the measured TPR20,10(S), ranged between 0.665 and 0.669. The values of 
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%dd(10),  calculated from the measured %dd(S) ranged from 65.04% and 66.29%. This gives 
maximum deviations of 0.2% 1 % respectively at 4 cm x 4 cm. The deviation reaches 0.6% 
and 3% respectively at 2 cm x 2 cm.  Higher deviations were obtained for 0.5 cm x 0.5 cm (-
8.7% and 10.6% respectively) stressing that the Palmans expressions are actually valid down 
to 4 cm x 4 cm but can be utilized until 2 cm x 2 cm with higher uncertainties. 

Regarding the output factors, at the Varian True Beam accelerator, it is shown that the 
consistency between the calculated field output factors obtained with the three detectors was 
within maximum +/- 0.8 %. Maximum deviations are observed at the 1 cm x 1 cm field size 
(Fig. 1 and 2). 

Similar results were obtained for the Cybernife and the Tomotherapy machines. 

 

Fig. 1. Uncorrected output factors  Fig. 2. Corrected output factors 

CONCLUSIONS 

Using the formalism of the IAEA/AAPM TRS 483 code of practice on small field dosimetry, 
the quality indexes TPR20,10 and %dd for a field size 10 x 10 cm² can be determined with 
sufficient accuracy using the experimental data of TPR20,10(S) and %dd(S) in machine specific 
reference fields down to 4 cm x 4 cm. Better compliance between the calculated and 
experimentally determined beam quality specifiers are observed for TPR20,10 and larger 
discrepancies are observed for  field sizes lower than 2 cm x 2 cm which is compliant with the 
validity of Palmans formalism. 

Regarding the field output factors, it is shown that by applying the field output correction 
factors, the consistency of the Field output factors is considerably improved for all the detectors 
used in our study for the three investigated machines. 
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BACKGROUND 

Positron Emission Tomography (PET) associated with Computed Tomography (CT) scanning 
is becoming increasingly important in noninvasive imaging studies and in the monitoring of 
children with known or suspected malignant diseases [1, 2]. These compound tomographic 
scanners allow the fusion of functional images obtained from the administration of 
radionuclides, such as 18F, and anatomical images generated by X-ray beam attenuation from 
CT [3-5]. Although the immediate benefit to the individual patient may be substantial, 
relatively high radiation doses associated with PET/CT, compared with conventional exams 
have raised health care. This is especially concerning for children, who are more sensitive to 
radiation-induced carcinogenesis and have many remaining years of life for the development 
of cancer [6]. 

METHODS 

In this study, the absorbed and effective doses generated by the CT scan and incorporated by 
the administration of the radionuclide 18F-FDG were evaluate in the most radiosensitive organs. 
To evaluate the CT dose, radiochromic film strips (Gafchromic XR-QA2) [7,8] were placed 
into two pediatric body phantoms, similar to children of 6 and 8 years, built by PMMA 
volumes, as shown in Figure 1. The CT protocol performed was the standard pediatric whole-
body scanning used in the service where the study was done. 

 
Figure 1.  Pediatric PMMA phantoms. 6 years old (a) and 8 years old (b). 

The activity of the radiopharmaceutical 18F-FDG to be injected may vary according to the 
patient mass and the detector sensitivity. The Effective Dose was evaluated using the biokinetic 
model proposed by the International Commission on Radiological Protection (ICRP) number 
106 [9]. The protocol used was 3.33 MBq.kg-1 (0.09 mCi.kg-1), this amount is commonly used 
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in the service were the study was done, and it was multiplied by the mass of each phantom, 24 
kg for the 6 years old and 31 kg for the 10 years old. 

RESULTS 

The absorbed doses from CT scan were approximately 21% higher in the 10-year phantom. 
This can be explained by the scan distance, which was 62.1 cm for the 6-year phantom and 
73.9cm for the 10-year phantom. For the 6-year phantom, the organs that presented the highest 
absorbed dose from CT scan were bone marrow, thyroid and gonads. In the 10-year phantom, 
the highest absorbed doses were found in the esophagus, bone marrow, stomach and thyroid. 
The different values found are due to the variations in the format and size of the phantoms. 
Analyzing the effective dose from 18F, the bladder had a higher value, explained by the 
excretion route of the radiopharmaceutical. 

CONCLUSIONS 

The CT scans were responsible for more than 60% of the effective dose in the PET/CT 
examination for both phantoms, hence the importance of the tomographic protocol 
optimization, reducing doses to the minimum necessary. It is important to emphasize the 
different patient mass value, used to define the amount of 18F-FDG. This amount of 
radiopharmaceutical reflects directly on the dose estimate of PET test. 
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BACKGROUND 

The development of radiopharmaceutical production in Indonesia has been growing rapidly in 
last few years. This development requires internal dosimetry study to show  the estimated 
radiation risk which will be received by human body after the radiopharmaceutical has been 
administered for the first time. Residence time is one of important parameters in internal 
dosimetry study which need to be investigated to find human doses estimation. Residence time 
is defined as the ratio between activities that accumulate in the target organ (Ã) and injected 
activity (A0). Some studies also referring the residence time as the time integrated activity 
coefficient (TIAC) [1].  There is well known internal dosimetry tool that can be utilized for 
calculating the TIAC, namely OLINDA/EXM ver.1  from Vanderbilt University. However, the 
software is not commercially available at the moment. Furthermore, other freeware tools for 
estimating the human dose need the TIAC as the input. Hence, for this reason, developing an 
internal dosimetry tool on freeware basis  will be useful not only for researchers, but also 
students in medical physics studies. The purpose of this study was to develop an internal 
dosimetry tool by using Phyton 3.7 by applying the biodistribution data of 99mTc-MDP and 
99mTc-GSH in normal mice to get the TIAC and will be compared to the TIAC produced by 
using OLINDA/EXM Ver.1. 

METHODS 

The method used in this study  were consisted 3 steps, which was started from the 
biodistribution test of 99mTc-MDP and 99mTc-GSH in Swiss male mice, the TIAC calculations 
using Python 3.7 and OLINDA / EXM and. The biodistribution test of 99mTc-MDP and 99mTc-
GSH were done by performing biodistribution test for  99mTc-MDP and 99mTc-GSH to 12 
normal mice through intravenous injection. At 2, 4, 6 hours, and 24 hours after injection, 3 time 
mice were sacrificed for each time interval, and counted  for the muscle, intestine, liver, 
stomach, spleen, kidney, heart, lungs, bones, brain and bladder, so that the value of% ID per 
gram of animal organs is obtained. This value was converted into % ID of human using the 
equation (1) [2] 

 (%𝐼𝐼𝐷𝐷)ℎ𝑢𝑢𝑚𝑚𝑎𝑎𝑛𝑛 =  �� %𝐼𝐼𝐷𝐷 
𝑝𝑝𝑄𝑄𝑔𝑔𝑐𝑐𝑐𝑐

� 𝑎𝑎𝑛𝑛𝑆𝑆𝑚𝑚𝑎𝑎𝑙𝑙 𝑒𝑒 (𝑘𝑘𝑔𝑔𝑇𝑇𝐵𝐵)𝑎𝑎𝑛𝑛𝑆𝑆𝑚𝑚𝑎𝑎𝑙𝑙� 𝑒𝑒 �𝑔𝑔 𝑝𝑝𝑄𝑄𝑔𝑔𝑐𝑐𝑐𝑐
𝑆𝑆𝑔𝑔𝑃𝑃𝑇𝑇

� ℎ𝑢𝑢𝑚𝑚𝑎𝑎𝑛𝑛 (1) 

After the %ID in human has been obtained from OLINDA / EXM, by input the data of % ID 
in human organs and the interval  time to Fit Data to Model menu in the OLINDA / EXM. 
Then the TIAC of each organ were produced as a reference data for the TIAC calculation using 
Python 3.7. In this method, % ID of human organs and time of counting are divided into 2 
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variables, x and y, then input data were created as a list data in editor of PyCharm-Python 3.7. 
After optimizing the curve function by the regression exponential function and use the 
trapezoid method to obtain the area under the curve[5]. The TIAC was displayed in the 
PyCharm-Python 3.7 Run menu. 

RESULTS 

Table 1. The Result of TIAC  calculations by OLINDA/EXM and Python. 

Residence Time/TIAC (hour) 
 99mTc-MDP 99mTc-GSH 
Organ OLINDA/ 

EXM 
Python STD OLINDA/ 

EXM 
Python STD 

Muscle 2.23E-01 2.23E-01 0.00E+00 3.51E-01 3.53E-01 1.27E-03 
Bone 5.73E+00 5.73E+00 2.48E-03 1.23E+00 1.24E+00 4.10E-03 
LLI 1.68E-02 1.69E-02 7.07E-05 5.74E-02 5.69E-02 3.90E-04 
Liver 2.94E-01 2.96E-01 1.58E-03 1.03E-01 1.03E-01 1.60E-04 
Spleen 1.57E-02 1.61E-02 2.60E-04 4.75E-03 4.78E-03 2.12E-05 
Kidneys 5.90E-02 5.95E-02 3.30E-04 4.74E-01 4.78E-01 2.80E-03 
Heart 9.16E-03 9.18E-03 1.41E-05 8.20E-03 8.25E-03 3.54E-05 
Lungs 5.13E-02 5.13E-02 2.83E-05 6.76E-02 6.80E-02 2.70E-04 
Brain 3.47E-03 3.51E-03 2.47E-05 3.10E-02 3.10E-02 1.77E-05 
Stomach 5.62E-03 5.84E-03 1.60E-04 7.25E-03 7.28E-03 2.12E-05 
Bladder 1.71E-02 1.71E-02 3.25E-05 3.75E-03 3.76E-03 7.07E-06 
 MEAN 4.50E-04 MEAN 8.30E-04 

 

The results show that TIAC of each organ as calculated by Phyton 3.7 have slightly different 
and low standard deviation (4.5E-04 and 8.3E-04) toward the TIAC produced by 
OLINDA/EXM Ver.1. However, some works need to be done for verifying the consistency.  
This work might need use other radiopharmaceuticals in the future, for longer half live 
radiopharmaceutical other than 99mTc. 

CONCLUSIONS 

Python can be utilized as internal dosimetry tool for calculating the TIAC, since it gives slight 
difference from OLINDA/EXM ver.1, which will support the development of 
radiopharmaceutical production and nuclear medicine practices in Indonesia. 
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BACKGROUND 

Radiopharmaceuticals are the key tools of medicine in general and nuclear medicine in 
particular, both in the context of diagnosis and therapy. The radiopharmaceutical chemistry 
demonstrates its capability to contribute to the industrial development of new drugs [1-3]. 
Nanomaterials, due to their unique capabilities and purported minimal side effects in treating 
variety of sicknesses, nanomaterials have a wide range of biomedical applications. The 
emergence of nanomaterials science and radiopharmacy, which is creation and utilization of 
materials at the nanometer scale, has been a great influence on radiopharmaceutical industry. 
Growth of nuclear medicine has been due mainly to the availability of Technetium-99m (Tc-
99m) radiopharmaceuticals; this single isotope is used in over 80% of all diagnostic procedures. 
Each year, roughly 25 million procedures are carried out with Tc-99m radiopharmaceuticals, 
and this figure is projected to grow at a rate of about 15% per annum. Now a days, various 
colloids of nano size Tc-99m are used for diagnosis. In this research, the effect of nanoTc-99m 
nanoradiomedicine on the internal dose of patients are studied [4-7]. 

METHODS 

Various kinds of industrialized Tc-99m nanocolloides that applied for diagnosis are considered. 
The internal dose of patients after injection of Tc-99m nanocolloides are compared with custom 
Tc-99m colloids for each organ. The whole body internal dose is determined for each injection. 

RESULTS 

Tc-99m radiopharmaceuticals are used in several diagnostic procedures, from the use of 
pertechnetate for thyroid uptake to the use of Tc-99m-octreotide derivatives for imaging 
neuroendocrine tumors. Owing to its multiple oxidation states, Tc-99m has a versatile 
chemistry, making it possible to produce a variety of complexes with specific desired 
characteristics, which is a major advantage of Tc-99m for radiopharmaceutical development. 
There are hundreds of Tc-99m complexes useful for diagnostic procedures, of which over thirty 
are used in clinical studies (Fig. 1). 

  

https://en.wikipedia.org/wiki/File:Tc99minjektion.jpg
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Fig. 1. A Tc-99m injection contained in a shielded syringe and the images obtained with 
132MBq of Tc-99m-MAG3 and their corresponding renograms for both whole kidneys [8]. 

The results show that application of Tc-99m Human Serum Aalbumin nanocolloid decreases 
the activity and hence decreases the undesirable exposed dose to patient. Also, table 1 presents 
the effective whole body dose, during application various kits of Tc-99m for diagnosis of 
diseases. 

Table 1. Maximum effective dose of Tc-99m kits exposed to patient (whole body). 

Kit Injected Activity 
(MBq) 

Effective radiation dose 
whole body (mSv) 

Tc-99m Human serum albumin nanocolloid 500 2.3 
Tc-99m -MAG3 185 4.86 
Tc-99m Human serum albumin 500 3.95 
Tc-99m Albumin Macro aggregate 500 6.0 
Tc-99m Albumin Miacrosphare 500 5.5 

CONCLUSIONS 

This research elucidate that the radiation risk can be reduced using nanoradiomedicines, 
without affecting the quality of the diagnostic information. Comparing the average dose to 
various organs in patients is necessary for various radio medicines and for calculation of 
effective dose equivalent and total effective dose, significant for an estimation of potential risk 
due to the administration of the radioactivity to a patient. Optimization of imaging instruments 
and using nano radio pharmaceuticals the exposed dose to patient will be decreased gradually. 
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BACKGROUND 

Bone scan is a nuclear medicine scan examination, which leads to find specific disorders in the 
bone. Methylene diphosphonate (MDP) is a common radionuclide used to bone scan. This 
combination absorbed by the bone tissue and excreted by the kidneys and bladder. Usually 
organ absorbed dose can be used by MIRD method that has some simplification that lead to 
underestimation or overestimation of organ absorbed dose or some methods used CT data for 
attenuation map that impose extra more dose to patients.  The purpose of this study was to 
estimate the organ absorbed dose of patients under 99mTc_MDP bone scan by specific 
dosimetry method using NCAT phantoms and GATE Monte Carlo code and then compared 
with MIRD derived data. 

METHODS 

Twenty female patients who were referred to the Nuclear Medicine Department for bone 
disorders, were examined and two planar images and one SPECT image at 1, 3 and 5 hours 
after injection were taken, for every patient. The cumulative activity of each organ was 
obtained using the combination of SPECT/planar method. Then absorbed dose was calculated 
for each patient (for seven organs) by using the MIRD Method as well as the GATE Monte 
Carlo simulation code. The NCAT phantom (set to each patient data) was used as attenuation 
map in the GATE code simulation method. 

RESULTS 

Bladder, kidneys, ovaries, spleen, bone, liver, muscle, heart walls and lungs had the highest 
absorption dose, respectively, in both calculations performed by Mirdose Method and GATE 
code. According to the calculation of P_value, the most adaptation in calculating the absorption 
dose between the two methods is the spleen organ and the lowest match belongs to the lungs. 
Summary of patient’s organ doses and comparison to other patients can be seen in Figure 1. 

CONCLUSIONS 

Since the women studied in this study had different diseases, bone disorders and biological 
characteristics, and some of them were metastases due to the disease, this led to a difference in 
the mean absorbed dose in their organs. In this study, Monte Carlo method based on NCAT 
phantom, which was set to each patient data, was used to calculate the absorbed dose of 
different organs of each patient and we can conclude that this method can be useful for patient 
specific dosimetry instead of some fixed anatomical data used in MIRD method. 
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Figure1. difference between various organs of each patient and comparing to other patients. 
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BACKGROUND 
Nuclear medicine images can be used for quantitative tasks such as estimating organ absorbed 
dose and the quantification of radionuclide distribution has been a goal since the early days of 
nuclear medicine. The IAEA Human Health reports No.9 describes and analyses the physical 
effects that degrade image quality and affect the accuracy of quantification [1]. The quantitative 
of activity in animal gamma cameras leads to the acquisition of valuable information in this 
field, so it has recently been considered [2]. The high resolution animal SPECT imaging 
System (HiReSPECT, PNP Co., Incubation center for Medical Equipment and Device, Tehran, 
Iran) was established at the Nuclear Science and Technology Research Institute (NSTRI) [3]. 
It could be used on the development and research on production of radiopharmaceuticals. In 
this study, quantitative of activity is experimentally done on the planar images, which are 
related to the 99mTc imaging of small animal (mouse and rats) using HiRe SPECT system. 
METHODS 
In this research, experimental samples included images of Plexiglas phantom containing 99mTc 
in point and volume form.  After selecting the planar images, the activity accumulation area 
(ROI) was determined and then then counting values were recorded. Finally, for the accuracy 
checking the results of calibration curve, an animal testing was performed on mouse with of 
99mTc radiopharmaceutical. In this method for planar imaging, ROIs were defined for whole 
source into phantom from anterior and posterior views. Assuming a source located in a uniform 
medium, the attenuation of the count rate measured in the two projections can be described by 
the following equation: 

 
Where CA and CP represent the anterior and posterior counts (cps), K is the sensitivity of air 
(cps per µCi), l is source thickness, µ is attenuation coefficient and T is the total thickness of 
the tissue. 
RESULTS 
Activity estimates were also made for two cylindrical sources included 99mTc syringes in 
dimeter of 1.5 cm and 2cm. Result of activity measurement (A2) and comparison with the real 
activity (A1) shown in figure 1. Animal testing was performed on mouse and Sulphur colloid 
labeled with 99mTc with activity of 463± 4% µCi was injected into the mouse by a syringe. The 
planar imaging was performed for 600 seconds after an hour of the injection, and the anterior 
and posterior images of the animal (abdominal region and liver) were obtained. In figure 2, the 
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accumulation of radioactive in the mouse liver shown with the target area (FOV) of 5 *10 cm2. 
The thickness of the rat liver area (l) was 1.8 cm and the total thickness was 3.4 cm (T). The 
activity estimation parameters from the anterior and posterior planar images are listed in Table 
1. 

 
Figure 1.  Comparison of activity measurements for a volumetric source with thickness of 

2cm and a phantom thickness of 3.6 cm X ray tube. 

 
Figure 2.  Drawing of ROI on planar image for the 99mTc labeled radiopharmaceutical in 

the mouse liver 
Table 1.  Estimation of activity for the rat liver by planar imaging 

Collimators 
distance 

T l CA CB K Estimated 
activity 

Real 
activity 

45mm   3.4cm 1.8 cm 386cps 378cps 0.95 520 µCi 463µCi 
 

CONCLUSIONS 

In this research, the sensitivity coefficients and relative percentages of estimated activity were 
studied in the planar image for small animal (mouse and rat). The results indicated that with 
respect to spot sources, the "opposite views" method was closely associated with a high degree 
of precision (relative difference about 1-7%). In case of volumetric source, this difference is 
about 10-14%. 
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BACKGROUND 

The biological effects of exposures to low doses of ionizing radiation are still under study. The 
probability of a stochastic effect attributable to radiation increases with the dose and probably, 
at low doses, is proportional to the dose [1]. The acquisition of reliable data on the low dose to 
which statistically significant amounts of individuals are exposed under controlled conditions 
is an important element to continue advancing in this area. 

Among the practices in which you can make a real assessment of this issue is Radiotherapy 
with cobalt sources [2], because the dose rates to which the staff is exposed and the time they 
are exposed are very accurately known and an individual and area monitoring is established as 
part of good practice and of radiological safety regulations. 

METHODS 

In the present work is evaluated, for the different functions exercised by the Occupational 
Exposed Workers of Cobaltotherapy at the "V. I. Lenin " hospital, the result of the whole body 
individual dosimetry (Hp (10)), for a five years period, with thermoluminescent dosimeters 
(TLD), provided monthly, by the Secondary Laboratory of Dosimetry of the national Center 
for Protection and Radiations Hygiene. 

This analysis is complemented with the calculations coming from the area dosimetric 
monitoring carried out with its own equipment, by the Radiological Protection Service of the 
Hospital, by a specialized external service and by the results of the area monitoring that as part 
of the regulatory inspections, the Regulatory Authority performs in matters of radiological 
safety. 

RESULTS 

As a result of the work it is demonstrated that the individual dosimetry with TLD only allows 
to know the dose received monthly, when this is higher than the detection threshold of the 
method and at the level of registration approved in the country (0.1 mSv), and have obtained 
the values of the doses received by all the Occupational exposed staff of the service, grouped 
by functions they perform and by years, during the five-year period, mainly, by means of 
calculations based on the values of the area monitoring, and in those cases in which they exceed 
the registration level, by the reported readings of the TLD, which allows their absolute 
assessment, as well as their comparison with the dose restriction and the established dose limit. 
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CONCLUSIONS 

The analysis made, allows us to conclude that it is advisable, under controlled conditions of 
exposure, in order to obtain quantifiable periodic dose values, that the Secondary Laboratory 
Service, report the dose received in the dosimeter above the level of registration of received 
doses and maintain strict dosimetric monitoring of area and control of personnel exposure time, 
so that reliable dose values could be available to investigate non-conformities in the 
implementation of work procedures and to act in response to these irregularities, as well as 
with a view to correlating the doses received in the event of long-term manifestations of health 
effects of the exposed workers. 
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BACKGROUND 

The medical sector is one of the major users of ionizing radiation sources that requires special 
attention in terms of patient and occupational radiation protection. Accurate dosimetry is an 
essential part of effective radiation protection.  Use of active personal dosimeters (APDs) is 
extremely useful in occupational radiation protection in diagnostic and interventional 
radiology, owing the fact that scatter radiation from patients is a major source of occupational 
exposure. APDs allow immediate dose information (in terms of Hp(10)) with an additional 
audio alarm if a certain dose or dose rate level has been exceeded. In laboratory conditions, 
these dosimeters are calibrated in the standard radiation quality series (N-series) [1]. As these 
dosimeters are used in a clinical environment, it is important to test the performance of the 
APDs in various non-standard radiation fields, typical for clinical conditions. 

METHODS 

The tested dosemeter is an EPD Mk2.1, Thermo Fisher Scientific, which has already been 
tested in different standard beam qualities, such as S-Co, S-Cs and N-series [2]. EPD Mk2.1 
has shown good performance according to the criteria set by IEC 61526 [2,3]. The reference 
radiation quality chosen for this research is the N-100. The APD response was calculated as 
the quotient of the APD indication in various non-standard beam qualities to that in the 
reference beam quality. An ionization chamber 32002 with electrometer Unidos (PTW, 
Freiburg, Germany) was used as a reference standard. Radiation beam qualities used are 
presented in Table 1. The APD and the ionization chamber were placed at 300 cm source to 
point of test distance, following the standard radiation protection dosemeter calibration 
procedure [1]. The EPD was mounted on a standard ISO water slab phantom, and was irradiated 
for 30 s, for each radiation quality. 

Table 1.  Radiation qualities used for the EPD response testing. 

Beam  
number 

Radiation  
quality 

Total filtration 
[mm] 

Half value layer 
[mm Cu] 

International  
Standard [1,4] 

1 N-100 4.0 Al + 5.0 Cu 1.13 IAEA SRS 16 
2 / 0.4 Al + 5.0 Cu  1.12 / 
3 / 4.0 Al + 2.0 Cu 0.84 / 
4 / 4.0 Al + 2.5 Sn 1.29 / 
5 RQR8 3.5 Al + 0.4 Al 0.15 IAEA TRS 457 
6 / 3.5 Al + 4.0 Al 0.26 / 
7 RQT8 3.5 Al + 0.4 Al + 0.2 Cu 0.33 IAEA TRS 457 
8 / 3.5 Al + 4.0 Al + 0.2 Cu 0.40 / 
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RESULTS 

In Figure 1, the results of the APD response deviation due to the variation of the total beam 
filtration for the X-ray tube voltage of 100 kV are presented.  

 
Figure 1. Relative APD response normalized to the response value measured for the N-100, 

whose HVL = 1.13 mm Cu. 

CONCLUSIONS 

The APD tested in this paper, displayed an under-response for the X-ray beams whose total 
filtration had reduced or no copper filtration, with a maximum deviation from the N-100 
radiation quality of approximately -25% (the TRS457 RQR8 quality). The APD response 
deviation greatly increases as the HVL declines, relative to the N-100 response value. 
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BACKGROUND 

In accordance with Vietnamese Laws, the need for individual assessment of internal radiation 
dose must be conducted when there is a risk of radioactive substances entering the body or of 
skin contamination. Individual assessment of internal radiation dose must generally be 
arranged in at least the following duties involving use of radiation: 

- Work in laboratories with unsealed sources;

- Handling of radioactive substances in an easily volatile or dusty form, and in quantities
that are significant for radiation exposure;

- Handling of unsealed sources containing iodine isotopes (especially I-131, I-125 and
I-123) in quantities that are significant for radiation exposure;

- Work in rooms where radionuclides or radio-pharmaceuticals are manufactured.

To determine the committed effective dose or the equivalent dose to some organ due to internal 
radiation, the activity of radioactive substances in the body is measured directly from the body, 
from a part thereof, or from excretions thereof, and the dose is estimated from the measurement 
result.  

The assessment of internal radiation dose caused will help to decide on any further actions 
warranted by the incident and on optimization of radiation protection measures. 

Due to technical difficulties, in Vietnam, the assessment of internal radiation dose has been 
conducted in small scale, mainly focused on the workers handling iodine radiopharmaceutical. 
Two methods for determination of internal dose due to intake I-131 during the preparation and 
handling of iodine radiopharmaceutical products have been compared. The first method was 
based on the measurement of I-131 in 24-hour urine samples while the second method was 
based on the measurement in vivo of I-131 in thyroid. This report will present the procedure 
and result of the assessment of internal radiation dose from iodine-131 for radiation workers in 
nuclear medicine in Vietnam by the method of analyzing urine samples. 

METHODS 

Urine Sampling Procedures 

- Twenty-four hours after handling I-131 radiopharmaceutical, the workers urinate on a 0.5-
liter plastic can;

- Treat urine with formaldehyde solution to prevent urine from decomposing;

- Take 40 ml of urine into a plastic bottle, plastic bottle be designed with cylindrical (40 mm
of diameter and 35 ml of volume);
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- Determination of activity of urine samples in Low Resolution Gamma Spectra. Measurement 
time is from 1000 to 10000 seconds. 

Method of Calculation of Internal Dose 

Biokinetics and energy deposition enables to define an estimate of internal dose due to intake 
I-131 by the following expression 

E = e(50)*Intake 

In which:  E [Sv] is an estimate of internal dose due to intake I-131; e(50) [Sv/Bq] is the dose 
coefficient per unit intake and it depends on the radionuclide, the chemical form of the 
radionuclide, the intake pathway, the age at intake; Intake [Bq] is retained/excreted activity. 

Intake = A0/m(t) 

In which: m(t) [Bq/Bq of intake] is model prediction; A0 [Bq] is the activity of the sample at 
the time of sampling. 

A0 = A*e(0.693*t/8.04) 

In which: A [Bq] is activity of the sample at the time of measuring defined by Low Resolution 
Gamma Spectra. 

m(t) and e(50) could be obtained from ICRP Publication 119, 78 and 54    

RESULTS  

Table 1. The estimation of internal dose due to intake I-131 in 2017 and 2018 

No. ID of Worker Internal dose due to intake 
I-131 in 2017 (mSv) 

Internal dose due to intake 
I-131 in 2018 (mSv) 

1 IN_DOSE_1 4.351 0.449 
2 IN_DOSE _2 1.872 1.112 
3 IN_DOSE _3 1.996 0.983 
4 IN_DOSE _4 1.618 1.757 
5 IN_DOSE _5 4.290 3.455 
6 IN_DOSE _6 2.434 2.037 
7 IN_DOSE _7 5.611 2.183 
8 IN_DOSE _8 4.148 2.274 
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Figure 1. The comparison of internal dose due to intake I-131 in 2017 and 2018 with 
limitation doses 

CONCLUSIONS 

- Internal doses for the nuclear medicine workers in Vietnam have been assessed on the basis 
of urine activity measurement data of I-131; 

- The internal radiation dose from iodine-131 for radiation workers was detected in all of 
nuclear medicine hospitals surveyed in 2017 and 2018; 

- The internal dose by inhalation of I-131 contributes significantly to total dose of workers 
(approximately 30%); 

- 5 workers (in 2017) and 4 workers (in 2018) have been expected to exceed 2 mSv resulted 
from an annual intake of I-131. The internal radiation doses from iodine-131 of 4 workers have 
almost reached the dose constraints in occupational exposure in 2017; 

- Monitoring internal dose by inhalation or ingestion of radionuclides is an urgent requirement 
in Vietnam today. 
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BACKGROUND 

It is well known that the dosimetric quantities of effective dose 𝑝𝑝 and the organ equivalent dose 
𝐻𝐻𝑇𝑇 of the ICRP/ICRU dose limitation systems are not measurable quantities, [1]. Therefore, 
the ICRU proposed to develop a system of operational quantities for area and individual 
monitoring. For the case of beta radiation fields, the operational quantities of personal dose 
equivalent for the skin 𝐻𝐻𝑝𝑝(0.07) and 𝐻𝐻𝑝𝑝(3) for the lens of the eye are realized by the use of a 
primary extrapolation ion chamber standard and BSS1 or BSS2 radiation sources [2]. 

In the case of the 3 mm deep lens inside the eye, the appropriate dosimetric quantity is the 
personal equivalent dose at a depth of 3 mm: 𝐻𝐻𝑝𝑝(3), defined as: [3] 

𝐻𝐻𝑇𝑇(3)  =  ℎ𝑝𝑝,𝐷𝐷(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;𝛼𝛼) ⋅ 𝐷𝐷𝑅𝑅𝑅𝑅 ∙ (1 − 𝜏𝜏𝑏𝑏𝑄𝑄) 

Where: 

ℎ𝑝𝑝,𝐷𝐷(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;𝛼𝛼) = 𝑇𝑇(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒; 0°) ⋅ 𝑇𝑇(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;𝛼𝛼) 

Being 𝑇𝑇(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒; 0°) the transmission factor at a 0° angle of the source and 𝑑𝑑 = 3 mm; and 
𝑇𝑇(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;𝛼𝛼) the complement of the transmission factor at depth 𝑑𝑑 = 3 mm and angle 𝛼𝛼. 

METHODS 

To determine 𝑇𝑇(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;  0°), we have: 

𝑇𝑇(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;  0°)  =  𝐼𝐼(3;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;  0°) / 𝐼𝐼(0.07;  𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒;  0°) 

The measurement of the ionization currents are made with an extrapolation ion chamber, and 
they are corrected for air density 𝑘𝑘𝑐𝑐𝑏𝑏. 𝑇𝑇(3; Sr90 Y90 ; 0°), corresponding to the 90Sr/90Y 1850 
MBq source, is only determined at a distance of 30 cm and 0°, without the use of the 
homogenizer filter of the BSS1 standard. The main idea is to extend the range of validity of the 
correction 𝑘𝑘𝑐𝑐𝑏𝑏 as indicated in the ISO 6980 part 2 [3]. In fact, the SSDL-ININ is located at an 
altitude of 3000 m above sea level, further the range of thicknesses have to be covered the 3 
mm of the lens is considered. To correct for these differences in environmental conditions and 
attenuation, the correction 𝑐𝑐𝑐𝑐𝑏𝑏𝑄𝑄  for the transmission factor is calculated as: 

𝑐𝑐𝑐𝑐𝑏𝑏𝑄𝑄 (𝑑𝑑) =
𝑇𝑇(𝑑𝑑′)
𝑇𝑇(𝑑𝑑)

 

𝑇𝑇(𝑑𝑑′) is calculated for the environmental conditions of the SSDL-ININ and 𝑇𝑇(𝑑𝑑) is for the 
reference environmental conditions for an air density of 𝜌𝜌0. 
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The deviation in air density 𝜌𝜌𝑐𝑐𝑐𝑐𝑄𝑄 of the SSDL-ININ from the reference air density 𝜌𝜌0 is 
interpreted as the addition (for 𝜌𝜌𝑐𝑐𝑐𝑐𝑄𝑄>𝜌𝜌0) or subtraction (for 𝜌𝜌𝑐𝑐𝑐𝑐𝑄𝑄<𝜌𝜌0) of a small layer of ICRU 
tissue in front of the extrapolation chamber. The total thickness considering this small layer 𝑑𝑑 
is given by: [4] 

𝑑𝑑 = 𝑑𝑑𝑡𝑡,𝑐𝑐𝑏𝑏𝑄𝑄 + 𝑑𝑑𝑡𝑡,𝑓𝑓𝑐𝑐𝑡𝑡𝑄𝑄 + 𝑑𝑑𝑡𝑡,𝑐𝑐𝑐𝑐𝑄𝑄,1 + 𝑑𝑑𝑡𝑡,𝑐𝑐𝑐𝑐𝑄𝑄,2 

Where: 𝑑𝑑𝑡𝑡,𝑐𝑐𝑏𝑏𝑄𝑄 is the thickness of the PMMA sheet which represents the depth of the lens of the 
eye; 𝑑𝑑𝑡𝑡,𝑓𝑓𝑐𝑐𝑡𝑡𝑄𝑄 is the extrapolation chamber window thickness; 𝑑𝑑𝑡𝑡,𝑐𝑐𝑐𝑐𝑄𝑄,1 is the thickness of the layer 
of air given by the deviation in air density between the beta source and the chamber; and 𝑑𝑑𝑡𝑡,𝑐𝑐𝑐𝑐𝑄𝑄,2 
is the thickness of the layer of air at the effective point inside the cavity of the extrapolation 
chamber. 

RESULTS 

For the determination of the value of the 𝑇𝑇(3; 𝑆𝑆𝑟𝑟90 𝑌𝑌90 ; 0°) transmission coefficient from the 
ionization current measurements, the following regression equation 𝑇𝑇(𝑑𝑑) vs 𝑑𝑑 with a 
polynomial of order 3 was obtained: 

𝑇𝑇(𝑑𝑑) = 0.973046 + 0.380402 𝑑𝑑 −  0.331645 𝑑𝑑2  +  0.048344 𝑑𝑑3 

CONCLUSIONS 

The most probable value for  𝑇𝑇�3; 𝑆𝑆𝑟𝑟90 𝑌𝑌90 ; 0°� is: 0.5049 ± 0.0243, with uc(k=1), for a source-
detector distance of 30 cm for the SSDL-ININ; which is 5.7% higher than that reported by 
Behrens: 𝑇𝑇�3; 𝑆𝑆𝑟𝑟90 𝑌𝑌90 ; 0°� = 0.4759 ± 0.0048 U(k=2) in [2]. However, the range of ININ’s 
value contains the Behrens’s value. The variables that affect the value of 𝑇𝑇(3; 𝑂𝑂𝐷𝐷𝑢𝑢𝑟𝑟𝑐𝑐𝑒𝑒; 0°) are 
as follows: the energy of the radiation source; SDD distance; environmental conditions; the 
effective thickness of the absorbers. It is likely that a better characterization of the density and 
thickness of the absorbers is the main assignable cause of the deviation. 
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BACKGROUND 

The radiation doses to the staff involved in interventional procedures are significantly higher 
than the exposure of staff performing common diagnostic procedures due to increase in both 
the number of procedures performed worldwide as well as in complexity and duration of 
exposure time of a single procedure. This fact requires specific attention in terms of 
occupational radiation protection in interventional cardiology and interventional radiology. A 
new dose threshold for tissue reactions also resulted in a reduction in the annual dose limit for 
eye lens from 150 mSv to 20 mSv [1]. In the context of this new dose limitation, there is 
evidence that the dose limit may be exceeded for certain groups of health professionals if 
appropriate personal and collective protective tools are not used, or if the use of these devices 
is not adequate [2, 3]. Consequently, dosimetry for eye lens has become an important research 
topic to the radiation protection scientific community. 

 

Figure 1. Radiation beam qualities with first and second HVLs. 

METHODS 

Simulations were performed using Monte Carlo code MCNPX. X-ray tube was modeled as a 
photon point source directed in cone of beams and photon spectrum was obtained from the 
Spectrum processor described in IPEM Report 78 for 80 and 110 kV tube voltages. Distance 
from source position to the flat panel detector positioned above the source was 120 cm with 
tabletop placed in the middle of that distance. All operators and patient bodies were modeled 
as a 180 x 40 x 20 cm3 phantom of muscle tissue which consisted of head, torso and legs 
sections. Ceiling suspended shield was modeled as a 85 x 60 x 2 cm3 rectangular plate made 
from lead glass. Five simulated TLDs, modeled as 5 x 4 x 1 cm3 block filled with 6LiF, were 
positioned in front of the eyes (one is placed between eyes, two on the outside and two above 
the eyes). Influence of the ceiling suspended shield on reduction of eye lens doses was 
evaluated for four positions (Figure 1 right): parallel with patient body (0° rotation), two 
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intermediate positions (30° and 60° rotation) and perpendicular to the patient body (90° 
rotation). Results of the simulations were obtained using F6 tally. 

RESULTS 

Table 1 present reduction factors for the left and right eye lens dose for positions of the first 
operator, nurse and radiographer, respectively for different positions of the ceiling suspended 
shield. 

Table 1. Efficiency of radiation protection tools for the left and right eye of staff for different 
angulation of and tube voltages. 

Screen 
position 

Screen 
angle 

Tube 
voltage 

Physician Nurse Radiographer 
Left eye 

lens 
Right 

eye lens 
Left eye 

lens 
Right 

eye lens 
Left eye 

lens 
Right 

eye lens 

1 0° 
80 52 1.6 1.0 1.0 1.0 1.0 

110 60 3.8 1.1 1.0 1.1 1.0 

2 30° 
80 129 87 12 11 3.7 2.8 

110 114 100 21 12 3.7 3.4 

3 60° 
80 4.3 36 13 12 4.1 3.7 

110 4.0 33 23 13 4.1 4.6 

4 90° 
80 1.0 4.3 12 12 4.1 3.7 

110 1.0 4.2 22 13 4.1 5.1 
 

CONCLUSIONS 

It is important to underline that the ceiling suspended screen is primarily effective for the first 
operator. Using only one protective screen leaves positions of the nurse and radiographer less 
protected Employing an additional suspended ceiling shield significantly reduces the dose to 
the eye lenses of the second and third operator by the factor similar to those for the first 
operator, as shown in Table 1. 
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BACKGROUND 

Safety culture, in the field of Radioprotection, is a concept that increasingly is part of the daily 
work of institutions that use ionizing radiation and a very important element to be taken into 
account by those responsible for their radiological protection [1], and the Radiological 
Protection Program is an intrinsic part of this culture. 

A Radiological Protection Program includes different aspects that must be taken into account 
in its implementation: the shielding of sources and facilities, radiological surveillance, the 
personnel that work in these facilities and training [2]. Monitoring the results of the personal 
dosimetry of all Occupationally Exposed Workers (OEW) is the main indicator of the 
effectiveness of radiological protection in a given institution. 

In Chile, the Ministry of Health has established, through Supreme Decrees No. 3/85 and No. 
133/84, the radiological surveillance of TOE [3, 4]. On the other hand, the Institute of Public 
Health of Chile, in its ordinary 1893 of the year 2010, regulates that only the doses that reach 
or exceed 0.1 mSv will be registered, expressing any value below this as “MRL” (Minimum 
Registration Level) [5]. 

The objective of this work was to evaluate the behavior of the effective dose values, to the 
whole body, that workers of Clínica Las Condes received during the last 7 years (2012-2018) 
and in this way, to verify the impact that the implementation has had of the Radiological 
Protection Program in Clínica Las Condes. 

METHODS 

The occupationally exposed workers of the services that use ionizing radiations were taken into 
account in an important way, the quarterly record was kept for seven years of the doses 
reported. 

To optimize the statistical management of the values to be analyzed, a database was created 
where the demographic, labor and quarterly dosimetries of each of the workers participating in 
this study were recorded. 

The variables that were followed in this study were: The number of workers occupationally 
exposed by service, the annual average of equivalent dose or Hp(10) per service, the number 
of workers whose annual dose did not exceed 0.1 mSv in each service and the totals of the 
institution for each of the years analyzed. 

RESULTS 

The DosPerCLC database was elaborated using the Microsoft Access tool (Microsoft Corp.) 
where all the data of each of the workers under radiological surveillance of the institution were 
recorded with the possibility of obtaining all the statistical data for immediate and posteriori 
analyzes. 
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Around 513 workers per year were in the radiological surveillance program with personal 
dosimetry between 2012 and 2018 with an average dose of 0.13 mSv per year. Table 1 

Table 1.  Dosimetric data 

 Average 2012 2013 2014 2015 2016 2017 2018 
Dose (mSv) 0,13 0,16 0,13 0,11 0,13 0,14 0,15 0,09 
Workers 513 411 462 475 523 546 610 566 
Nº MRL value annual 397 300 359 368 413 431 436 474 
% MRL 77 73 78 77 79 79 71 84 

 

CONCLUSIONS 

Through the results it can be seen that the workers in Clinica Las Condes work in a safe 
environment, since in general the average dose was 0.1 mSv, that is 10 times less than the 
allowable dose for the general public (1 mSv) according to ICRP 103 [6]. The implementation 
of the Radiological Protection Program at Clinica Las Condes has fulfilled its objective, in the 
sense of keeping the doses of workers as low as possible. 

It is possible, from the retrospective analysis of the dose values reported, to monitor the impact 
of radiological surveillance of a given institution, leaving open the possibility of a more global 
review in a multicenter study and thus assess the impact to country level of existing policies 
on Radiological Protection. 
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BACKGROUND 

The Centre of Nuclear Medicine and Molecular Imaging of the University Hospital (CMNIM) 
jointly with the Radiochemistry Department of the Faculty of Chemistry settled the Internal 
Dosimetry Laboratory (IDL) in 2004. This group works both in monitoring potential internal 
contaminations with 131-Iodine in occupationally exposed personnel (OEP) due to the 
manipulation of open sources for therapy purposes and performing individualized dosimetry in 
patients treated with 131I and 177Lu [1]. In the framework of the IAEA Technical Cooperation 
Project RLA9075 entitled "Strengthening of the national infrastructure for compliance with 
regulations and requirements regarding radiological protection for end users", the IDL received 
a donation of a Captus 3000 (Capintec) equipment in 2008. This allowed the group to perform 
the monitoring according to the ICRP requirements. Taking into account that the CMNIM 
provides 260 GBq of 131I per year with 131I therapy, the aim of this work is to analyse the 
evolution of the Effective Committed Dose E (50) of technicians, physicians, radiopharmacists 
and nursing staff since 2008 to date. 

METHODS 

The protocol was developed in the framework of the ARCAL RLA/09/049 [2]. The 
methodology consisted in the following steps: 

a) Calibration of the detection system Captus 3000 (Capintec) NaI (Tl) 2x2’’ detector. 

1. Energy calibration with reference sources of 137Cs and 152Eu 

2. Efficiency calibration with 133Ba reference sources provided by IRD (Brazil). The 
radionuclide was embedded in Whatman 1 paper with the shape of a thyroid supported 
in a tissue equivalent material simulating a neck. 

3. Determination of the minimum detectable activity (AMD) according to the formula: 

𝐴𝐴𝑀𝑀𝐷𝐷 =
4.65𝜎𝜎𝜎𝜎
𝜂𝜂

+
3
𝜂𝜂𝑇𝑇

 

Where σf is the error of the background 
η is the efficiency of the detector  
T is the time measurement 

4. Determination of counting accuracy. 

b) Measurement of the OEP neck at 25 cm distance from the detector, 300 seconds, fortnightly. 

mailto:myemail@domain.com
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c) Effective committed dose estimation E (50) considering fast inhalation route, an AMD of 5 
µm, a Retention Fraction m (t): 7.41x10-2 and a Dose Coefficient e (g): 1.1 x10 -8 Sv/Bq [3]. 
d) Report of the results to the OEP and the Regulatory Authority. 

RESULTS 

The derivate registration and investigation limits were settled in 1 (yellow) and 5 (red) 
mSv/year respectively. Figure 1, shows the measurements results of E(50) in the period 2008-
2018 in full blue line, the upper and lower control lines (dotted purple lines)were settled in ± 
3σ of the average  doses (green). 

Figure 1: E (50) values 2008-2018 
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CONCLUSIONS 

The implementation of the program reached the 46% of the OEP involved in the manipulation 
of 131I open sources in the Nuclear Medicine area. The method was robust and easy to 
implement in routine. The IDL participated in three regional intercomparisons promoted by the 
IAEA achieving excellent results, which confirms the accuracy of the measuring protocols. 
The E (50) values were always below the registration levels, nevertheless they are submitted 
to the Regulatory Authority who keeps a national dose registry. Despite the high amounts of 
131I delivered doses, E (50) presents low values. This program is seen as an opportunity of 
continuous improvement in optimization of the practice and education of the OEP in Nuclear 
Medicine area. 
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BACKGROUND 

The main uses of effective dose are the prospective dose assessment for the optimization of 
radiological protection and the demonstration of compliance with dose limits for regulatory 
purposes [1-2]. In recent years, studies have focused on the evaluation of effective dose 
received by patients during their treatment, including exposure due to diagnostic and setup 
images before and during treatment respectively [3-4]. To know the value of effective dose 
within a radiation therapy bunker can be important in the event of an accidental situation 
involving the permanence of a worker or the patient's companion, or the conscious loss of the 
personal dosimeter inside the bunker. 

METHODS 

This study measures effective doses in a radiotherapy bunker using a 6MV photon beam of an 
Oncor Impression Plus linear accelerator (Siemens Healthineers), 10x10cm2 field, SSD=95cm, 
200MU. Different groups of BeOSL dosimeters (OSL Control Chile) were irradiated. These 
were positioned on the treatment table at different distances from the isocenter (50, 100 and 
150cm). A RW3 solid phantom centered on the beam axis was used as scatter material (Figure 
1). The following dependencies were evaluated: gantry and couch angulation, beam energy (6 
and 18MV), monitor units (100 and 200MU), dosimeters orientation (front-back and front-
side), and attenuation effect by interposition between dosimeters. The measurements were 
repeated using Farmer ionization chamber (IC) TN30013 (PTW Freiburg) located at the same 
distances from the isocenter, and using buildup cap. 

 

Figure 1. Distribution of dosimeters and ionization chamber in the measurement distances 

RESULTS 

For monitor unit dependence, the average deviation between the measurements obtained with 
the dosimeters and with the IC was below 1%. For energy dependence, the difference between 
the average values measured with dosimeters and with IC for both energies at the distances 
used was below 3%. The maximum differences obtained when comparing the frontal vs. lateral 
and frontal vs. posterior position were 5% and 2% respectively, for all distances. Likewise, 
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attenuation effect by interposition between dosimeters presents differences less than 5%, being 
greater for the largest distance. In the case of the gantry angulation dependence, the dosimeters 
show a deviation below 5% for 0° and 90° angles. The attenuation couch is responsible so that 
the measurements with dosimeters and IC are significantly much lower than those other 
angulations. Figure 2 shows the average values of the readings with dosimeters and with IC for 
different gantry and couch angles. 

 

 
Figure 2. Gantry and couch angulation dependences measured with BeOSL and IC. 

CONCLUSIONS 

This study establishes the parameters to be taken into account in order to use the BeOSL 
dosimeters in the determination of effective dose in a radiotherapy bunker and its comparison 
in the ionization chamber. Percentage differences between the measurement methods are 
within 10% for all distances and couch angles evaluated, and 5% for the other tests carried out, 
except for the gantry angulation. The response of both detectors was similar, which highlights 
the reliability of the results provided by the OSL dosimeters, since the high precision, accuracy 
and stability of the ionization chamber is known. Acknowledgments to OSL Control Chile for 
supporting this research and the dosimeters provided. 
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BACKGROUND 

Linear accelerators e-Linacs are defective in creation of an undesired neutron dose, which is 
absorbed by the patient with the photon beam. For a combined photoneutron therapy [1] [2] it 
is necessary to study the neutron dose angular distribution from a compact neutron 
photonconverter (Micro PHONES) equipment [1] [2] [3] that can produce and moderate 
neutrons. These measurements are realized with a 3D support for bubble dosimeters. 

METHODS 

By gracious permission of the Radiotherapy Department at Maggiore Hospital in Trieste, two 
measurements were achieved at a linear accelerator Elekta-Synergy 3028 LINAC. The purpose 
was finding the 3D angular distribution of the neutron dose around a solid angle. A support in 
alveolar polycarbonate has been suitably designed to seat bubble dosimeters (BDT and PD-
BND) [4] at certain angles [6]. The support was also able to move along the examination table 
in order to analyze the whole solid angle. The measurements were set to evaluate the micro 
PHONES task and compare the spatial neutron dose emission from the e-Linac with and 
without the equipment. 

 
Figure 1. Micro PHONES with support for dose angular distribution 

RESULTS 

Figure 1 compares the measurement of neutron dose collected with the micro PHONES and 
without it. The collected fast neutron dose [5] (Gy/mSv) are presented in blue, and the thermal 
one (also calculated in Gy/mSv) in red. The graph shows an increase in dose in the vertical and 
horizontal directions, but also a decrease one with the use of micro PHONES. 

Micro 

Support for dose angular 
 

e-Linac 
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Figure 1. Fast and thermal neutron dose along the solid angle. 

CONCLUSIONS 

The undesired fast neutron dose absorption by the patient is reduced by 93,5% along the beam 
axis direction at the (0°,0°) angle. The thermal dose is scattered along the two-axis finding both 
maximum values at 90° degrees, considering the geometrical structure of the equipment. A 
collimated beam is mandatory to perform a combined photoneutron therapy [1-2]. 
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BACKGROUND 

Epidemiological evidence has shown that the lens of the eye is more radiosensitive than 
previously considered. The ICRP has recommended that the occupational exposure limit for 
the lens should be reduced from 150 mSv to 20 mSv per year averaged over periods of 5 years, 
with no single year exceeding 50 mSv [1]. The new radiation safety legislation follows the 
ICRP recommendation. 

The purpose of the study was: 

- to investigate the eye lens doses of technicians in nuclear medicine units of busy university 
hospitals, and, 

- to determine the association between individually measured eye lens dose and whole body 
dose 

METHODS 

The measurements of eye lens dose equivalent (Hp(3)) were performed at nuclear medicine 
units of Helsinki and Oulu University Hospitals. The respective measurement periods in each 
unit were 21 (7 technicians) and 8 (8 technicians). The length of one measurement period varied 
between 8 to 20 days, and this was synchronized with the periods of the official staff dosimeters 
for measuring the whole body dose (Hp(10)). Hp(3) values were measured using EYE-D 
dosemeters with inserted thermoluminescence detectors (MCP-N) attached to technicians’ 
glasses or to a head band [2]. The detectors were calibrated and read in the Radiation Metrology 
Laboratory at STUK for gamma radiation, as it was considered that, with the radionuclides 
used, the major contribution to the Hp(3) would come from gamma. The work tasks included 
PET-CT, gamma camera / SPECT-CT and radiopharmacy related tasks including patient 
preparation and care. For F-18-FDG studies, the radiotracer was provided by a commercial 
company and an automatic injector was utilized in both nuclear medicine units. After 
background correction, the collected Hp(3) data were correlated to the Hp(10) data. Also, the 
maximum and mean annual eye lens doses were estimated from the measurement data 
assuming similar working conditions and tasks for the technicians during the whole year. 

RESULTS 

A correlation was found between the measured Hp(3) and Hp(10) values (Pearson’s coefficient 
r= 0.90). The mean values of Hp(3) and the corresponding values of Hp(10) measured per period 
were 77 µSv and 108 µSv, respectively, including all technicians and measuring periods. The 
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maximum estimated annual dose to the lens of the eye was below 4 mSv and the mean 1,2 
mSv. 

CONCLUSIONS 

In this study, the eye lens doses correlated with the whole body doses. The estimated annual 
eye lens doses for nuclear medicine technicians in these study settings seemed to stay well 
below the new eye lens dose limit. 
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BACKGROUND 

Fingernail in combination with a device of electron spin/paramagnetic resonance (abbreviated 
to “ESR” here) has a good potential as a dosimetric tool for the assessment of accidental high-
dose exposure of hands that could occur in medical facilities performing X-ray diagnosis or 
radiopharmaceutical manufacturing.  While notable developments in the application of 
fingernail dosimetry are seen in recent studies [1-3], few data on medical applications are 
available and fundamental investigations are still needed in this field. 

With this thought, we have been investigating the possibility of the fingernail dosimetry for 
protecting the medical workers against unexpected, high-dose exposures. More concretely, we 
have been checking the stabilities of ESR signals from the fingernails linked with storage 
conditions and other influential factors, focusing on the variability in the dose responses among 
the individuals having different physiological properties (age, sex, etc.). 

METHODS 

Fingernail samples were voluntarily provided from seven healthy adults (3 male and 4 female) 
of Asian type. Those fingernail pieces, mostly 1-2 mm wide and 4-5 mm long, were cut by 
themselves with one specific nail cutter. Right after clipping, the samples were pooled and 
placed in sealed small plastic bags, and then stored in darkness at room temperature (20°C) 
inside the vacuum desiccator (30% humidity). No additional cuts or no other treatments were 
given to the samples between harvesting and irradiation. 

Three sets of fingernail pieces from each person with 20 mg each were irradiated with doses 
of 35 Gy and 70 Gy -rays of 137Cs sources using a commercial irradiator (Gammacell40 
Exactor Low Dose Rate Research Irradiator, Best Theratronics Ltd., Canada); the dose rate was 
0.85 Gy min-1. Other one set from the same person was kept unirradiated as a control. 

The ESR spectra were measured at room temperature by using a X-band ESR spectrometer 
(JES-FA 100, JEOL Inc., Chiba, Japan) with the microwave frequency of ~9.4 GHz. The 
fingernail samples were put into a 5 mm quartz tube with a covered black sheet and positioned 
at the center of the cavity. The acquisition parameters were as follows: (1) microwave power: 
1 mW, (2) sweep width: 10 mT, (3) modulation width: 0.25 mT, (4) sweeping time: 60 sec and 
(5) time constant: 0.03 sec. Each sample was scanned 10 times.  During the spectra acquisition, 
a standard sample of MgO: Mn2+ was fixed at the bottom of the ESR cavity. The measured 
spectra were analyzed by using an exclusive software (A-System Data Processing version 
3.9.2.0, JEOL Resonance Inc., Chiba, Japan). In the dose-response analyses, the peak-to-peak 
amplitude with subtraction of the background signal was considered as the amount of the 
radiation-induced radicals detected by the ESR spectrometer.  Measurements of ESR signals 
were carried out at 5 mins, 6h, 12h, 24h, 3d, 5d, 7d, 14d, 21d, 28d, and 39d after irradiation.  
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In the periods between sample collections and all subsequent procedures (i.e., irradiations and 
ESR measurements), all the samples were kept in darkness inside the vacuum desiccator at 
room temperature. 

RESULTS 

The dose responses of the ESR signals 
taken from 7 donors are shown in Figure 1. 
The plot indicates an average and the error 
bar shows the standard deviation of the data 
of three samples from each donor. 

In regard to the responses to 70 Gy 
exposure, the fingernails of younger donors 
(D1-D4) were higher than those of older 
donors (D5-D7). The linearity of the dose 
response of the oldest donor’s fingernails 
(D7) were notably worse than those of 
other younger donors. Also, the most rapid 
fading of the radiation-induced ESR signal 
was found in the samples of the oldest 
donor (D7) (not shown). 

Thus, we assume that the fingernail that 
was more damaged in daily life by the 
various environmental or physiological 
stressors would lower the capacity of radical formation induced by radiation; probably the age 
is not the only factor causing such different dose-response characteristics. To verify this 
assumption, we are continuing the investigations with cooperation of more donors. 

CONCLUSIONS 

From the findings obtained in the present study, it is expected that human fingernails could be 
useful for routine examinations of accidental exposures of medical workers. For practical 
applications of this method, it is critically important to establish a simple method of dose 
calibration for the individuals who have different ages, lifestyles, health status, etc. that should 
affect the radical formation/trapping processes in the fingernails. 
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Figure 1.  Dose response curves of vacuum-
stored samples irradiated to γ-rays 
from the Cs-137 source. Each data 
set is fitted with a second-order 
function of the form y=ax+bx2. 
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BACKGROUND 

The European Radiation Dosimetry Group (EURADOS) was founded in 1981. It comprises a 
self-sustainable network of about 70 European institutions, such as research centres, university 
institutes, reference laboratories, dosimetry services and companies. The aim of the network is 
to promote European cooperation in research and development in the dosimetry of ionizing 
radiation and its implementation in routine practice, in order to contribute to compatibility 
within Europe and conformance with international practices. 

METHODS 

In 2014 the European Radiation Dosimetry Group (EURADOS) has published its first Strategic 
Research Agenda (SRA) which was intended to contribute to the identification of future 
research needs in radiation dosimetry in Europe. This SRA of EURADOS is being used as a 
guideline for the activities of the EURADOS Working Groups. It is noted that the efforts of 
EURADOS to develop an SRA for dosimetry, complement efforts of other European platforms 
such as MELODI, ALLIANCE, NERIS and EURAMED which have developed their own SRA 
in the fields of low-dose research, radioecology, emergency preparedness, and medical 
applications, respectively. Taken together, these SRAs will allow identification of research 
needs in Europe, in the general scientific field of radiation research, with the final goal of 
improving radiation protection of workers and the public. A detailed version of the present 
EURADOS SRA can be downloaded as a EURADOS report, from the EURADOS website 
(www.eurados.org). 
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Of course an SRA is not a static document and should be regularly updated. The first periodic 
update is now on-going. An important milestone in the process to update the EURADOS SRA 
was the organisation of stakeholder workshop in 2016. In total 24 international organisations 
were represented in a one day meeting. Among them, there were several organisations from 
the medical field (EANM, EFOMP, ESR, ESTRO, PTCOG), and the IAEA was also 
represented. A detailed summary of this workshop can be downloaded as a EURADOS report. 

RESULTS 

A preparation document was drafted that forms the basis of the SRA update. This document 
includes for each challenge information on which recent research projects have been 
performed, which new important publications were published, and which evolution took place 
in the state-of-the-art. The input of the stakholder workshop was also included in this 
preparation document. In this document, also a new structure of the SRA was proposed. The 5 
visions were mainly kept, but the challenges were reorganised. These are the 5 main visions in 
the new SRA: 

Vision 1 – Towards Updated Dose Concepts and Quantities 

Vision 2 - Towards Improved Radiation Risk Estimates Deduced from Epidemiological 
Cohorts 

Vision 3 - Towards an Efficient Dose Assessment in Case of Radiological Emergencies 

Vision 4 - Towards an Integrated Personalized Patient Dosimetry in Medical Applications 

Vision 5 - Towards an Improved Radiation Protection  of Workers and the Public 

Next to this, there will be chapters on education and training, harmonization and computational 
methods, which are considered cross-sectional topics. 

All the medical dosimetric research topics related to patients are grouped in one vision. This 
vision is subdivided in three challenges: 

• To improve patient and ambient dosimetry in modern external beam therapy 

• To improve patient dosimetry in diagnostic and therapeutic nuclear medicine 

• To optimize patient dose and risk estimations in interventional radiology and CT 

Some examples of recent activities in these three fields of the EURADOS Working Groups are 
out of field dose measurements in proton therapy, microdosimetry in alpha therapy and skin 
dose mapping in interventional cardiology. Of course there are also links in the other visions 
with the medical applications of ionising radiation. All dosimetric aspects of workers in the 
medical fields are treated in vision 5. Vision 1 is including the link between the physical aspects 
of the track structure and the biological damage (micro and nano dosimetry). And in Vision 2 
retrospective dosimetry for medical epidemiological cohorts is included. 

Research on the applications of ionising radiation in medical applications has always been 
important for EURADOS. Two working groups are working specifically on these applications: 
WG9 (Radiation Dosimetry in Radiotherapy) and WG12 (Dosimetry in Medical Imaging). In 
these working groups, there is already a collaboration with several medical societies, like 
PTCOG, EANM and EFOMP.  
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The recently founded platform for radiation protection research in medical applications 
EURAMED has also published a first strategic research agenda. Their SRA is much broader 
and takes into account also imaging, patient dose repositories, and other aspects. While the 
EURADOS SRA clearly focusses on dosimetry aspects, there is a nice coherence and 
complementarity in both SRA’s. Future collaboration between both platforms will ensure 
further refinement and synergy. The collaboration in the working groups with the medical 
societies and EURAMED will continue in the future. 

CONCLUSIONS 

The new version of the EURADOS SRA will be finalised at the end of 2019 and will include 
several dosimetric challenges for the medical applications.  
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BACKGROUND 

Today’s LET (Linear Energy Transfer) inputs for the models used in the Treatment Planning 
Systems (TPSs) of carbon ion therapy are not based on experimental measurements. LET is 
obtained indirectly from computations based on analytical models and Monte Carlo 
simulations and the data for each volume of interest are provided as simple mean values, the 
track average LET, LT, and the dose-averaged LET, LD. The information carried out from mean 
quantities is limited since the radiation effectiveness varies widely and non-monotonously at 
different LET intervals. For instance, it the last millimeters before stopping, the LET values of 
the carbon-ion radiation range from few keV·µm-1 to 1000 keV·µm-1. Correspondingly, the 
differences of the induced biological effect are significant. 

Microdosimetric spectra collected in therapeutic ion beams can be used to provide the needed 
LET distributions and to benchmark analytical and Monte Carlo computations of LET. 
Currently, direct microdosimetric measurements are infrequent and not directly implemented 
to clinical routine. The challenges are developing novel detectors which allow an easy 
implementation to ion-beam therapy practice and elaborating methodologies to reevaluate the 
experimental data in terms of detector-independent LET distributions. 

METHODS 

The microdosimeters that have been specifically developed in recent years for the 
characterization of therapeutic ion-beams are the most various. Tissue-equivalent proportional 
counter, gas-electron-multiplier chambers, silicon, and diamond diodes are substantially 
different in shapes and in composition of the sensitive volume. The process to provide univocal 
LET spectra, independently from the chosen detector, can be divided in two steps. The first 
step is the so-called ‘method of LET analysis’ which evaluates from the generic 
microdosimetric spectrum the distribution of LET for the same material of the detector 
[Kellerer 1972]. The second step consists in converting this, to the LET distribution that refers 
to a ‘standard’ material, which can be arbitrarily chosen as water. A novel approach to perform 
this conversion was proposed in a recent study [Magrin 2018]. 

RESULTS 

The LET distributions obtained are used to represent the heterogeneity of the radiation in that 
position. Within the spectrum, the dose fractions can be separated referring to several LET 
intervals which are assumed to be responsible of different biological effectiveness. In figure 1, 
the spectrum is separated, for clearness, in only three areas in particular emphasizing the area 
between 100 and 200 keV·µm-1, which is generally recognized as a significant interval in terms 
of increase of biological effectiveness. There is, however, no predefined number and extension 
of the intervals in which the spectra should be divided. 
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Figure 1. LET distribution of carbon ions in water 
obtained from a microdosimetric spectrum. The 
three colored areas correspond to the fraction of 
dose delivered by the irradiation at the LET 
intervals: LD < 100; 100 ≤ LD <  200; LD  ≥ 200 
(expressed in keV·µm-1) 

 

 

The LET spectra are assessed at different depths corresponding to the range at which the 
microdosimeters are positioned. The information from the LET distributions can be 
recombined (see figure 2) to obtain depth-dose curves in which the doses are separated 
according to the different LET intervals. 

 

Figure 2. Depth-dose curves for one field (left) and two opposite fields (right) showing the 
fraction of dose delivered at the three LET intervals described in Figure 1 

CONCLUSIONS 

Microdosimeters can be used for the experimental characterization of the beams in terms of 
mean values of LET and, more significantly, in terms of frequency and dose distribution of 
LET. From those, the fraction of dose delivered at specific LET intervals with sub-millimetric 
resolution is obtained. Preliminary studies are focusing on assessing the fraction of doses 
delivered at different LET intervals for two distinct cases of small and large osteosarcomas and 
to correlate to those the probability of local control [Fossati 2019]. 

Beam models obtained combining the dosimetry-based and LET-distribution-based features 
can be generated and used in TPS algorithms.  
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BACKGROUND 

The International Commission on Radiological Protection (ICRP) Publication 119 [1] 
recommended that low energy X-rays have effects similar to those of high energy γ rays. 

Michael Bellamy 2013 [2] indicates that Low-energy electron and photon radiations produce 
greater dense ionization clusters than those of high-energy γ rays. Recent studies have 
attributed the biological effects of ionizing radiation to the induction of double stranded breaks 
(DSBs) in DNA. When the relative biological effectiveness (RBE) was compared with the 
relative DSBs induction, results indicated nearly two-fold increase in the yield of DSBs for 
low-energy photons [3]. 

Some studies confirmed that mammography X-rays having a radiobiological effectiveness of 
1.3 compared with 250 kVp X-rays, and value of 2 when compared with higher-energy γ rays 
[4]. The low-energy X-rays used in screening mammography are expected to be more 
biologically effective than high-energy X- or γ rays [5]. Low-energy X-rays produce an 
increased risk of approximately a factor of 2 when compared with high energy photons based 
on in-vitro studies [6]. 

Therefore, the aim of the present work is to study the resulting biological effect after whole- 
body exposure of male albino rats to equal doses of X- and γ rays but with different energies 
and to use these variations of biological effects to estimate Gy-Sv conversion factor. 

METHODS 

In this work, the effect of photon energy on the mechanical properties of the red blood cells 
(RBCs) of male albino rats after whole-body exposure to a fixed dose was studied. Eighty male 
albino rats were equally divided into 8 groups. i.e.  A - H.  Animals in group A were used as 
control and were not exposed to any type of radiation, while animals in groups B - H underwent 
whole-body exposure to the same radiation dose but at different rates and energies. RBCs 
mechanical properties were tested by measuring osmotic fragility, solubility with non-ionic 
detergent and examining blood films. 

RESULTS 

It is possible to state here that, in-vivo irradiation of RBCs with low energy photons (X-ray) 
led to changes in the packing properties of the phospholipid macromolecules forming the RBCs 
cell wall leading to decreased cell membrane elasticity. It is well known that the binding forces 
between these molecules which are van der waals electric forces are one of the main parameters 
that play the main role of ion transport across the cell membrane to attain the resting potential 
[7]. The change of ion transport may lead to the loss of the +ve electric charges on the surface 
of the cell wall which act as repulsive forces between adjacent cells preventing sticking. This 
phenomenon was obviously noticed from the cell’s morphology for X-ray exposed groups. 
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One more important point worthy to be mentioned here is that cell to cell communication 
occurs through the flexoelectricity generated during multiple bending of the cell wall [8] which 
will generate bioelectric impulses. Changes in the packing properties of the macromolecules 
forming the cell membrane will deteriorate its flexibility properties and hence cell to cell 
communication. The net result of the phenomena is the deterioration of the metabolic function 
of the RBCs. Furthermore, the most significant change in the solubilization curves profile was 
recorded for exposure to low energy photons (X-ray). And again, the severity of the alterations 
was energy dependent. 

CONCLUSIONS 

From the present work, it may be concluded that post exposure effects are energy dependent. 
The resulting hazards were found to be widely varying for the same absorbed dose, where the 
severity of the hazards was higher at exposure to lower energies as recorded in RBCs films. 
Energy dependency of the studied parameter was interpreted in the framework of Hp (10) 
variation with photon energy as that of ISO 4037. Data of Solubilisation energy dependency 
relative to that of control was used to re-evaluate the numerical value of Gy-Sv conversion 
factor and to suggest an empirical equation for (h) value. The concerned Gy-Sv conversion 
factor in the present study is of importance for personal dose calculations and to fulfill the 
ALARA principle, since it is essential and of great importance to assess risk due to the wide-
range use of low energy X-rays for mammography screening and other diagnostic applications. 
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BACKGROUND 

Carbon ion Radiotherapy (CIRT) is employed in clinical practice since 24 years. Treatment are 
optimized and reported in terms of Relative Biological Effectiveness (RBE) weighted dose. 
RBE is calculated voxel by voxel and depends on the details of the mixed field of particles. 
RBE models are based on simplifications and extrapolations, most notably they do not account 
for the inter- and intra-patients heterogeneity in dose response curves and do not consider 
modifications that occur during fractionated treatments. In clinical practice there is an emerging 
request to consider not only the nominal RBE but optimize also some lower level physical 
parameters. It is not entirely clear which physical parameter is the best candidate to describe 
efficacy of carbon ions not only in the nominal conditions but also for the biological worst case 
(non re-oxygenating quiescent cancer stem cell). The two most used RBE models rely on the 
Linear Energy Transfer or LET mean values (Local Effect Model, LEM) or on the lineal energy 
dose-mean lineal energy, ȳD (Microdosimetric Kinetic Model, MKM). Mean values of LET 
and lineal energy are generally used to specify the ‘radiation quality’ which characterize the 
clinical efficacy of a radiation field, however neither of the two is a perfect equivalent of the 
density of ionization events, that is the biologically most relevant parameter. Clinical data have 
shown that probability of local control in osteosarcoma treated with exclusive CIRT depends 
critically on target size [1, 2]. Part of this dependency may be due to the difference in 
microscopic dose deposition patterns between big and small targets. 

METHODS 

In the first step CIRT Treatment plans for small (< 500 cc) and large (> 1000 cc) osteosarcomas 
will be compared. Several physical quantities will be analyzed to identify factors potentially 
correlated with lower local control probability. 

For both models, the quantitative validation is still lacking. Using LET and lineal energy 
complete distributions instead of simple mean values will give the possibility of separating, for 
the same irradiation fields, the fraction of doses delivered at specific intervals. 

In terms of LEM model, the voxel by voxel LET spectra will be analyzed. The hypothesis is 
that a higher risk of local recurrence may be due to a large number of voxels not receiving 
enough high-LET dose. For each voxel inside the clinical target volume, CTV, the percentage 
of absorbed dose deposited at LET > LETt than a given threshold will be investigated in order 
to determine, empirically it is expected that, in order to be effective, about 20% of deposited 
dose should be delivered at LET > 100 keV·µm-1. 

In terms of MKM models, the risk of local recurrence will be analyzed in terms of complete 
lineal-energy spectra collected in each voxel. Analogously to the LEM model, it is expected 
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that the effectiveness of the radiation is linked to a percentage of dose delivered at linear energy 
values exceeding 100 keV·µm-1. 

LET and microdosimetric distributions will be evaluated through both experimental 
measurements [3] and Monte Carlo simulations. 

In the second step, plans will be re-optimized including the physical quantities determined in 
the first step as objective for the cost function. 

CONCLUSIONS 

A potential outcome of this analysis is the correlation of tumor local-control probability with 
the dose delivered at specific intervals of LET or lineal energy values. 
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BACKGROUND 

The early small-animal radiation delivery platforms for high dose rate research relied on the 
self-contained research irradiator, the Gammacell 220, for dose effects, characterization, and 
other research activities [1]. This legacy irradiator remains a radiobiology industry mainstay, 
but is no longer supported by its manufacturer. Modernizing this legacy model would 
necessitate improvement of the external dose rate to operators and improved uniformity within 
the irradiation chamber. Improved uniformity would greatly benefit the technical challenge of 
non-uniform radiation field within the irradiator. The study includes development of several 
high-fidelity monte-carlo models utilizing the Los Alamos National Laboratory MCNP N-
particle code [2] to investigate optimization of this self-contained cobalt-60 research irradiator. 

METHODS 

Simulation of the concept design was 
completed with two goals: to ensure the 
radiation protection of the system meets 
modern requirements and to validate the 
dose intensity and uniformity will meet or 
exceed tolerances set by the benchmark 
case of the legacy system. The noteworthy 
point of investigation was the radiation 
streaming pathway out the top of the 
irradiator during the transition between 
irradiation and loading modes of operation. 
Also the modern irradiator allows for 
rotation of the sources to facilitate source 
loading and to improve dose uniformity due 
to differing specific activity concentrations 
between pencil sources. The concept design 
designated as the GR420 is shown in 
vertical cross section in Figure 1. 

All radiation protection and dose results 
were compared to the benchmark case of 
the Gammacell 220. 

 
Figure 1. GR420 Vertical Cross Section.

RESULTS 

A weight window generator mesh and the density reduction method were used for variance 
reduction of the monte carlo simulations of the Gammacell 220 and GR420.  A source loading 
of 24kCi Co-60 dispersed between eight pencil sources was simulated to account for the 
expected range of isotopic non-uniformities with an average difference in specific activities of 
±8% and up to ±20%. The shielding requirements for the GR420 were set for an external dose 
rate of less than 20 uSv/hr – more than an order of magnitude lower than the legacy system. 
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Several perturbations of the GR420 concept were explored to understand the relationship of 
the external dose rate and transition distance between loading and irradiation positions.  
Integrated shielding as an alternative to the clam-shell type collar shield surrounding the sample 
chamber was found to be an improvement to vertical streaming out the top of the irradiator. 
The largest contrast in the external radiation profiles between the legacy and modern irradiators 
was directly above the irradiation during chamber transition. 

A discretized mesh of tally points was simulated to investigate the dose uniformity and 
centerline dose rates of the legacy and modern irradiators with two- and three-dimensional 
renderings of the chamber irradiation field. Due to the increased chamber size of the GR420, 
the center dose rate and dose uniformity of the chamber are slightly decreased as the radius 
from the chamber center to the surrounding ring of sources increases from 7.75 cm for the 
Gammacell 220 to 9 cm for the GR420. A selection of comparison results are shown in Table 
1. However, the source cage design of the Gammacell 220 inherently created an irradiation 
environment where higher field intensity (hot spots) occurs since the chamber is non-rotational. 
Such conditions present a technical challenge given each experiment has a unique geometry 
(e.g. cell culture plates, cell vials, mice (different sizes)). These hot spots are removed through 
the rotation of the sources around the sample chamber with the GR420, removing the higher 
field intensity gradients and allowing for much lower standard deviation of dose delivered 
between samples placed equidistant from the center of the chamber. 

Table 1.  Modern and Legacy Irradiator Comparison. 

Irradiator GR420 Gammacell 220 
Available Source Slots 24 48 
Chamber Size [L] 5.3 3.8 
Center Doserate [Gy/min] 200 270 
Dose Uniformity Ratio 1.90±31% 1.81±29% 
Chamber Transition Dose [Gy] 3.1% 3.8% 
External Transition Dose [uSv/hr] <50 uSv/hr >1000 uSv/hr 
Weight [kg] 6800 4540 

 

CONCLUSIONS 

This work is an ongoing effort to characterize the challenges of utilizing the legacy self-
contained irradiation system and develop a new design that meets the benchmark needs while 
introducing appreciable improvements in the irradiation field and the ease of use. Results 
support the transition to an integrated shielding design irradiation with source rotation. The 
modern design ensures low external rates and improves the interior radiation field by removal 
of higher field intensity gradients due to isotopic non-uniformities in the pencils. 

REFERENCES 

[1] Atomic Energy of Canada Limited, Gamma Cell 220 Irradiation Unit, Specifications, 
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Contribution ID: 107  Type: Poster 
 

452 
 

Dosimetric Characterization for Cell Irradiations in Preclinical Studies with 
a Small Animal Irradiator 

I. Silvestrea 
A. Westhorpeb, R. Carterb, A. Subiela, R. A. Sharmab, G. Schettinoa 

aNational Physical Laboratory (NPL). Hampton Road, Teddington. Middlesex. TW11 0LW. 
United Kingdom. 
bUCL Cancer Institute. Paul O'Gorman Building. University College London. 72 Huntley 
Street. London WC1E 6BT. United Kingdom. 

Email address of Corresponding Author: ileana.silvestre.patallo@npl.co.uk 

BACKGROUND 

The need for standardization and improved dosimetry for pre-clinical studies has become a 
priority for clinical and translational radiotherapy working groups. At UCL Cancer Institute, a 
small animal irradiator SARRP (Xstrahl) is used for both: in vivo and in vitro (cells) 
irradiations. The geometrical conditions for cell irradiations don’t allow for the use of Muriplan 
treatment planning system. Full backscatter conditions required by dosimetry protocols are also 
not possible. Therefore, an accurate dosimetry of the beam in those delivering conditions is 
required. The current study presents a dosimetric characterization of the SARRP for cell 
irradiations. 

METHODS 

SARRP’s beam quality in terms of Half Value Layer (HVL) was determined in the conditions 
of the cabinet enclosure. Cu filters were placed at the filters’ holder, mounted at 23 cm from 
the source, the chamber was fixed at 59 cm from the source. An adequate distance (exceeding 
40 cm) between the chamber and the floor of the cabinet was also achieved. 

The formalism from IPEMB code of practice for the determination of absorbed dose for x-rays 
below 300 kV at 2 cm depth (in WT1 solid water) [1] was followed. Output in reference 
conditions for the use of SARRP with Muriplan (SSD 33 cm, 3.5 cm of underlying solid water 
material, plus 1 cm PMMA slab platform) was determined. A secondary standard dosimetry 
kit, directly traceable to NPL’s Air Kerma primary standard free-air ionisation chamber was 
used (Dose1 electrometer, PTW 30012 ionization chamber). 

One of the challenges in the dosimetry for cell irradiators is to evaluate the effect of the lack 
of a full backscatter condition, when petri dishes are placed directly over the irradiation 
platforms. A set of ionization chamber measurements were performed in the SARRP, starting 
from reference conditions, and varying the thickness of the water equivalent material 
underneath the chamber from 1 to 4 cm, while keeping the SSD constant (at 33 cm). 

EBT3 films were calibrated and used for relative measurements of dose, in conditions similar 
to those used in cell irradiations. Films were processed and analyzed with FilmQA Pro 
software. 

Alanine pellets, calibrated at NPL’s keV radiation facility, were employed to measure dose in 
the SARRP’s reference conditions. At UCL, three different sized petri dishes are used to 
irradiate cell cultures. WT1 phantoms were designed to simulate the petri dishes (with 3.5, 5.5 
and 9 cm diameter) with an insert for four pellets (with their centres at depths: 1.25, 3.75, 6.25 
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and 8.75 mm). Irradiations with same dose would allow to evaluate open field’s relative depth 
doses and the effect of lateral scatter conditions in different size phantoms. 

RESULTS 

Values of the percentage transmission through the different added thickness of Cu were plotted. 
The measured HVL was 0.669 mm Cu. The value was compared to the one in the manufacturer 
commissioning report (measured in the factory conditions) and the difference was 0.15%. 

Output in reference conditions for the clinical use of the SARRP was 3.648 Gy/min. Repeated 
measurements show a repeatability with a coefficient of variation of 0.34%.  A difference with 
the commissioning report provided by the manufacturer was 0.2%. 

In the SARRP platform, varying the thickness of the backscatter material from 4 cm to 1 cm, 
reduces the output by 6.6 %. 

The dose profile of the open field measured with the EBT3 film exposed at the distance of the 
irradiation platform, showed a region of high dose in the longitudinal orientation of the field 
(Figure 1). 

 

Figure 1.  Open field profile in the longitudinal (Y) direction. 

Alanine pellet measurements of output in reference conditions agree with the chamber 
measurements within 2%. Due to the lateral scatter effect, pellets in the 9 cm phantom showed 
1.8 % larger dose when compared to the 5.5 cm phantom. For the 9 cm phantom, the dose at 
depth of 8.75 mm is 92.2% of the dose at the surface. 

CONCLUSIONS 

The region of high dose in the profile of the open field is caused by a misplacement of the Cu 
filter slider. SARRP devices used for cell irradiations with the open field should include profile 
measurements at the surface, as part of the routine quality assurance. Relative measurements 
in conditions of cells’ irradiations, improve the accuracy of the dosimetry. 

REFERENCES 

[1] KLEVENHAGEN, S.C., et al., The IPEMB code of practice for the determination of 
absorbed dose for x-rays below 300 kV generating potential (0.035 mm Al–4 mm Cu 
HVL; 10–300 kV generating potential), Phys Med Biol. 41 (1996) 2605. 
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